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Abstract

The µ → eγ decay, which is one of the charged lepton flavor violating decays, can be strong

evidence of physics beyond the standard model. In 2016, the MEG experiment set the most

stringent upper limit for the branching ratio of the decay to be 4.2 × 10−13 (90% confidence

level). The MEG II experiment aims to search for the decay with a higher sensitivity by one

order of magnitude by updating the MEG detectors. The dominant background for the search

is the accidental coincidence between uncorrelated positrons and γ-rays, and thus it is essential

to improve detector resolutions in order to separate the signals from the backgrounds.

A liquid xenon γ-ray detector has been upgraded to measure γ-rays with better resolutions.

A higher granularity and a better uniformity of the scintillation readout were realized by tiling

silicon photomultipliers on the γ-ray entrance face, which results in better position and energy

resolutions especially for the shallow events. The performance of the detector was measured in a

series of pilot runs, and better position and energy resolution for the shallow events were proved

while there still remains an uncertainty for the evaluation of the timing resolution. Further

background suppression was found to be achievable by the methods developed in this work.

Pileup γ-rays affect the γ-ray reconstruction especially for the energy measurement, and thus a

series of algorithms to eliminate the pileup γ-rays was developed and its background suppression

power was demonstrated.

A radiative decay counter (RDC) has been newly introduced in the MEG II experiment to

tag the γ-ray backgrounds. It identifies a γ-ray from a radiative muon decay, which is one

of the sources of the accidental γ-ray background, by detecting the positron emitted from the

same muon decay. The expected performance of the detector was confirmed using data in the

pilot runs. In addition, the algorithm of the µ → eγ search analysis was updated to include the

observables of the RDC.

The branching ratio sensitivity of the MEG II experiment was estimated based on the mea-

sured detector performance and the improvement of the analysis. The pileup elimination for the

liquid xenon γ-ray detector was found to improve the sensitivity by 22–26%. A further improve-

ment of 8% was achieved by reducing the γ-ray backgrounds with the RDC. With the updated

performance and the algorithm, it was demonstrated that the sensitivity of 5.6–5.8 × 10−14 is

achievable with three years of data-taking.
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Preface

Particle physics is a branch of physics that studies the elementary particles, which constitute

the Universe, and the law rules them. It aims to find an ultimate theory that can explain

everything in the Universe. The standard model is the most successful theory of today’s particle

physics though it is known that there are some phenomena the standard model cannot explain

such as the origin of the dark matter. Therefore, new physics beyond the standard model is

desired and physicists in the field have searched for it.

In the past, the conservation of the lepton flavor was believed because no process that violates

the lepton flavor had been observed. In 1998, however, the violation of lepton flavor was discov-

ered in the neutral lepton sector, which is called neutrino oscillation. This raised a doubt with

respect to the flavor conservation of the charged lepton sector. Many models of new physics

predict the charged lepton flavor violation can happen at experimentally reachable branching

ratio. Therefore, various experiments have tried to find the violation.

The most stringent upper limit on the branching ratio of the µ → eγ decay, which is one of

the charged lepton flavor violating decays, is 4.2×10−13 (90% confidence level), which was given

by the MEG experiment [1]. The MEG II experiment is an upgraded experiment of the MEG

experiment and aims to search for the decay with a higher sensitivity by one order of magnitude.

To realize the target sensitivity, a suppression of the accidental backgrounds is essential since

the sensitivity of MEG was limited by the number of the accidental backgrounds.

This thesis focuses on a suppression of γ-ray backgrounds in the MEG II experiment from the

two aspects: improvement of the pileup elimination for a γ-ray detector and development of a

method to tag the γ-ray backgrounds actively. Firstly, the physics motivation and the principle

of the µ → eγ search are discussed in Chap. 1. Then, the MEG II experiment is explained in

Chap. 2. The analysis and the performance of the γ-ray detector are explained in Chap. 3

followed by those of the detector for tagging the γ-ray backgrounds in Chap. 4. The pileup

elimination algorithm and its performance for the γ-ray detector are described in Chap. 5.

Chap. 6 explains the study on how to integrate information from the background detector in

the physics analysis. Finally, the expected sensitivity of the MEG II experiment is discussed in

Chap. 7, and the thesis is concluded in Chap. 8.
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Chapter 1

Search for µ → eγ

In this chapter, an overview of the µ → eγ search is described. First of all, the physics

motivation for the µ → eγ decay search is introduced followed by the descriptions of the principle

and requirements for the search. Then, the MEG experiment is descried briefly as a preceding

work and upgrade concepts to the MEG II experiment are explained.

1.1 Physics motivation

1.1.1 The standard model

The standard model (SM) is the most successful theory in the particle physics, which describes

17 elementary particles and their interactions as summarized in Table 1.1. It is based on the

gauge symmetry of SU(3)C × SU(2)L × U(1)Y, which gives three interactions of particles: the

strong, weak, and electromagnetic interactions.

Table 1.1 Particles in the SM.

Generation

I II III

Fermions

Quarks
u c t

d s b

Leptons
e µ τ

νe νµ ντ

Bossons
Gauge Bossons

g

γ

Z

W

Scalar Boson H

The interactions are propagated via gauge bosons. Gluons take a charge of the strong inter-

action. W and Z bosons correspond to the weak interactions. The electromagnetic interaction

is propagated via photons. In addition to these bosons, there is a scaler boson called the Higgs

boson, which provides the mass of particles via the Higgs mechanism.

Fermions are the particles that constitute matter. They are divided into two groups depending

on how to interact with the gauge bosons: quarks and leptons. Quarks can interact via all the

three interactions while leptons can only interact via the weak and electromagnetic interactions.

The fermions have three generations which are distinguished with their masses and flavors.
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A variety of experimental results has proved the SM succeeds at a relatively low energy region

up to 100GeV. Despite its success, the SM is not considered as the ultimate theory that can

explain everything but as an approximation of a more fundamental theory at the low-energy

scale due to the existence of several mysteries.

In the first place, the SM involves some theoretical problems. The three generations of the

fermions are not explained; they are not theoretically required. We also have a lack of under-

standing for particle masses and mixing patterns, which results in the large number of underlying

parameters in the SM. In addition, all of the three interactions described in the SM are not unified

while the electromagnetic and the weak interactions have been unified into a single electroweak

framework. Moreover, the gravitational interaction is not even mentioned in the SM. Further-

more, there is the hierarchy problem, which is related to the huge difference of energy scales

between the weak scale of O(100GeV) and Planck scale of O(1019 GeV), where quantum effects

are dominant. At the high energy scale close to the Planck scale, the quadratic divergence in

the radiative corrections to the Higgs scalar mass becomes problematic, which requires a precise

fine-tuning between the bare mass and the radiative corrections to keep the electroweak scale.

There are also some experimental results that cannot be explained by the SM. The discovery

of the neutrino oscillation questioned the assumption that the neutrinos are massless. The

observation of the dark matter also contradicts the SM.

To compensate the incompleteness of the SM, a variety of physics beyond the SM (BSM) has

been proposed, and is under verification by various experiments.

1.1.2 Charged lepton flavor violation

Charged lepton flavor violation (cLFV) processes are good probes to search for BSM. In the

SM, the flavor mixing is forbidden in the lepton sector while it is allowed in the quark sector via

the CKM matrix. However, the observation of the neutrino oscillation, which is the lepton flavor

violation in the neutral lepton sector, suggests the lepton flavor is also not conserved, and thus

the violation in the charged flavor sector is supposed to happen as well though such processes

have not been observed yet. Therefore, many experiments have searched for them.

Muon is a fermion in the second generation of charged leptons, which was discovered in 1937.

The search for the cLFV processes in muon decay channels started in 1947, and they have been

actively studied by many experiments improving their sensitivities. Fig. 1.1 shows the upper

limits of the branching ratios for cLFV processes from muon decay. As shown in this plot,

the three channels are often searched for in the field of cLFV search: µ → eγ, µN → eN and

µ → eee. The branching ratios of these channels depend on the model of new physics. Therefore,

we can give constraints on the candidates by measuring the branching ratios of these channels.

1.1.3 µ → eγ decay in the SM

The µ → eγ decay is one of the cLFV muon decay channels. This decay is strictly prohibited

in the SM, but it can have a non-zero branching ratio taking the neutrino oscillation into account
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1 Introduction

1.1 Status of the MEG experiment in the framework of
charged Lepton Flavour Violation (cLFV) searches

The experimental upper limits established in searching for
cLFV processes with muons, including the µ+ → e+γ

decay, are shown in Fig. 1 versus the year of the result publi-
cation. Historically, the negative results of these experiments
led to the empirical inclusion of lepton flavor conservation
in the Standard Model (SM) of elementary particle physics.
During the past 35 years the experimental sensitivity to the
µ+ → e+γ decay has improved by almost three orders of
magnitude, mainly due to improvements in detector and beam
technologies. In particular, ‘surface’ muon beams (i.e. beams
of muons originating from stopped π+s decay in the surface
layers of the pion production target) with virtually monochro-
matic momenta of ∼ 29 MeV/c, offer the highest muon stop
densities obtainable at present in low-mass targets, allow-
ing ultimate resolution in positron momentum and emission
angle and suppressing the photon background production.
The current most stringent limit is given by the MEG exper-
iment [1] at the Paul Scherrer Institute (PSI, Switzerland) on
the µ+ → e+γ decay branching ratio [2]:

B(µ+ → e+γ ) < 4.2 × 10−13

at 90% confidence level (CL), based on the full data-set.
Currently, the upgrade of the experiment, known as the
MEG II experiment, is in preparation aiming for a sensi-
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History of CLFV experiments with muons

Fig. 1 Chronology of upper limits on cLFV processes

tivity enhancement of one order of magnitude compared to
the MEG final result.

The signal of the two-body µ+ → e+γ decay at rest can
be distinguished from the background by measuring the pho-
ton energy Eγ , the positron momentum pe+ , their relative
angle Θe+γ and timing te+γ with the best possible resolu-
tions.

The background comes either from radiative muon decays
(RMD) µ+ → e+νν̄γ in which the neutrinos carry away
a small amount of energy or from an accidental coinci-
dence of an energetic positron from Michel decay µ+ →
e+νν̄ with a photon coming from RMD, bremsstrahlung or
positron annihilation-in-flight (AIF) e+e− → γ γ . In exper-
iments using high intensity beams, such as MEG, this latter
background is dominant.

The keys for µ+ → e+γ search experiments achieving
high sensitivities can be summarised as

1. A high intensity continuous surface muon beam to gain
the data statistics with minimising the accidental back-
ground rate.

2. A low-mass positron detector with high rate capability to
deal with the abundant positrons from muon decays.

3. A high-resolution photon detector, especially in the
energy measurement, to suppress the high-energy ran-
dom photon background.

The MEG experiment uses one of the world’s most intense
continuous surface muon beams, with maximum rate higher
than 108 µ+/s but, for reasons explained in the following,
the stopping intensity is limited to 3 × 107 µ+/s. The muons
are stopped in a thin polyethylene target, placed at the centre
of the experimental set-up which includes a positron spec-
trometer and a photon detector, as shown schematically in
Fig. 2.

The positron spectrometer consists of a set of drift cham-
bers and scintillating timing counters located inside a super-
conducting solenoid COBRA (COnstant Bending RAdius)
with a gradient magnetic field along the beam axis, ranging
from 1.27 T at the centre to 0.49 T at either end, that guar-
antees a bending radius of positrons weakly dependent on
the polar angle. The gradient field is also designed to remove
quickly spiralling positrons sweeping them outside the spec-
trometer to reduce the track density inside the tracking vol-
ume.

The photon detector, located outside of the solenoid, is
a homogeneous volume of liquid xenon (LXe) viewed by
photomultiplier tubes (PMTs) submerged in the liquid, that
read the scintillating light from the LXe. The spectrometer
measures the positron momentum vector and timing, while
the LXe photon detector measures the photon energy as well
as the position and time of its interaction in LXe. The photon
direction is measured connecting the interaction vertex in the

123

Figure 1.1 History of the cLFV search [2].

Figure 1.2 The µ → eγ process considering neutrino oscillation in the SM.

via the process shown in Fig. 1.2. Its branching ratio is calculated as follows [3]:

B(µ → eγ) =
3α

32π

∣∣∣∣∣∣
∑
i=2,3

U∗
µiUei

∆m2
i1

M2
W

∣∣∣∣∣∣ ∼ 10−54,

where α is the fine-structure constant and U is the PMNS matrix. Since the mass difference

of the neutrinos ∆m is small compared to the mass of W boson MW , the branching ratio is

suppressed enough not to be observed experimentally in the near future.

1.1.4 µ → eγ decay in BSM models

In contrast to the SM, many BSM models predict the branching ratio of the µ → eγ decay is

large enough to be observed experimentally.



Chapter 1 Search for µ → eγ 5

A model-independent Lagrangian for the µ → eγ decay can be expressed as

Lµ→eγ = −GF√
2
[mµARµ̄Rσ

µνeLFµν +mµALµ̄Lσ
µνeRFµν + (h.c.)],

where GF is Fermi coupling constant, and AR and AL are coupling constants corresponding to

µ → eRγ and µ → eLγ process, respectively. This Lagrangian results in the differential angular

distribution given by

dB(µ → eγ)

d cos θe
= 192π2[|AR|2(1− Pµ cos θe) + |AL|2(1 + Pµ cos θe)],

where θe is the angle between the muon polarization and the positron momentum in the muon

rest frame, and Pµ is the magnitude of the muon polarization. The coupling constants, AR

and AL, are found to give the dependence on the muon polarization from the equation. Since

they depend on the model, it is possible to restrict models by measuring the distribution of the

positron emission angle as well as by measuring the magnitude of the decay without relying on

the angle distribution.

The Supersymmetry (SUSY) model is one of the promising candidates for BSM [4]. In this

model, the symmetry under the super-transformation between bosons and fermions is intro-

duced. This symmetry requires a partner for each SM particle, and the divergence in the

radiative corrections of the Higgs mass is cancelled out thanks to these SUSY particles, which

gives a natural solution for the hierarchy problem. In addition, the lightest SUSY particle can

be a candidate for the dark matter since it is electrically neutral and weakly interacts with the

matter.

In the SUSY scenario, a particle and its super-partner should be degenerated and have the

same mass if the symmetry is exactly fulfilled. However, no SUSY particle with the same mass

has ever been observed, which indicates the symmetry should be broken. In this case, the masses

of the SUSY particles are given by a term which breaks the super-symmetry so that the particle

pairs are disentangled. The LFV would be originated from the misalignment between particle

and super-particle mass eigenstate, and can be induced by the presence of nonzero off-diagonal

matrix elements in the mass matrix of slepton, which is super-partner of lepton, in the basis

where the lepton mass matrix is diagonalized. However, some experimental observations suggest

there are some mechanisms which suppress the matrix to be almost diagonal.

One of the possible mechanisms to explain the suppression is super gravity model (SUGRA).

In this model, all sfermions have the same mass and the mass matrix is diagonal, which restricts

the LFV completely at the Planck scale. This does not, however, necessarily imply that the

LFV should not exist in this model. In fact, if there is an interaction which breaks lepton

flavor conservation between the Plank and the electroweak scales, the LFV could be induced in

the slepton mass matrices through radiative corrections. Hereafter, two kinds of sources which

generate such effects are introduced.
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SUSY seesaw

The seesaw mechanism provides a natural explanation of the tiny neutrino mass compared

to other fermions by introducing the Majorana mass term of right-handed neutrinos. In this

theory, left and right-handed neutrino masses are given by M2
D/MR and MR, where MD is the

Dirac mass and MR is the Majorana mass of the right-handed neutrino. This formula suggests

the left-handed neutrino mass is tiny when the right-handed neutrino mass is huge.

The SUSY seesaw model introduces the seesaw mechanism to the SUSY model. When the

Majorana neutrinos are included, a new Yukawa coupling matrix for the neutrinos yν is addi-

tionally included in the lepton sector. Since there are both of Yukawa coupling matrices for

the neutrino sector and for the charged lepton sector, the lepton flavor would no longer be con-

served separately for each generation, which enhances the LFV decay. The Yukawa coupling

for the neutrinos couples the right-handed neutrino multiplets with the left-handed lepton dou-

blets. This leads to the off-diagonal term proportional to (yν)
∗
ki(yν)kj in the mass matrix of the

left-handed slepton through radiative corrections as

(m2
l̃L
)ij ≃ − 1

8π2
(yν)

∗
ki(yν)kjm

2
0(3 + |A0|2) ln

MP

MR
, (1.1)

where m0 is the universal scaler mass, A0 is the trilinear coupling, and MP is the reduced

Planck mass [5]. This mechanism is not efficient to generate off-diagonal terms in the right-

handed slepton mass matrix, and thus only the left-handed slepton contributes to the LFV.

If we assume that the neutrino mixing mostly originates from the neutrino Yukawa coupling

constants, the branching ratios of µ → eγ and τ → µγ decays can be evaluated by using the

neutrino mixing parameters. Fig. 1.3 shows the correlation between those branching ratios in

an example of this model. The neutrino mixing angle θ13 ∼ 9◦ [6] suggests a higher branching

ratio for the µ → eγ decay.

SUSY GUT

The SU(5) SUSY GUT is the model in which the gauge groups of SU(3)C, SU(2)L and U(1)Y

are unified into a single SU(5) group at the grand unification energy scale thanks to the SUSY

particles. The Yukawa coupling constant corresponding to the top-quark mass is large enough

to give the sizable soft SUSY-breaking mass terms. Since the right-handed sleptons are hosted

in the 10 representation as well as the top quark, the off-diagonal elements for them arise as

(m2
ẽR)ij ≃ − 3

8π2
(VR)i3(VR)

∗
j3|y33u |2m2

0(3 + |A0|2) ln
MP

MG
, (1.2)

where VR is the mixing matrix of the right-handed slepton, yu is the Yukawa coupling constant

for up-type quarks, and MG represents the GUT energy scale. Fig. 1.4 shows the processes

induced by this off-diagonal elements. A higher branching ratio is expected with larger tanβ,

where β = ⟨h2⟩ / ⟨h1⟩ is the ratio of the expectation values of two Higgs fields: h1 for down-type

quarks and leptons, and h2 for up-type quarks as shown in Fig. 1.5.

The SO(10) GUT models typically relate the up-quark Yukawa couplings with the Dirac

neutrino Yukawa couplings, and provide a natural setting for the seesaw mechanism with 16-
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muon g − 2 is too small to explain the deviation within the
other constraints. In fact, in the allowed regions in Figs. 1
and 2, the contribution is suppressed. However, both
theoretical and experimental uncertainties are still signifi-
cant, and therefore the deviation is not conclusive. Thus, in
this study, we do not use the muon g − 2 as a constraint.2

The μ-e conversions in nuclei are also important proc-
esses to search for evidence of the LFV. In the type-I
SUSY seesaw model where the photon dipole operator
gives dominant contributions,3 the rate of μ-e conversion
and μ → eγ is estimated, for example, as Bðμ−Al →
e−AlÞ=Bðμ → eγÞ≃ 0.0026 [53]. Thus, we can easily
translate the constraint and prediction for μ → eγ into
those for μ-e conversion. Taking into account the present
upper bound on the μ-e conversion [54], the constraint from
the μ → eγ experiment is more important.

B. LFV signals

We investigate signals of LFV for the degenerate case
and the nondegenerate case in the neutrino sector.4 In

particular, we discuss the correlation between Bðμ → eγÞ
and Bðτ → μγÞ.

1. Degenerate case

In Ref. [25], it has been found that Bðμ → eγÞ and
Bðτ → eγÞ can be suppressed while keeping a large Bðτ →
μγÞ in the simplest degenerate case with ON ¼ 1 in
Eq. (24), if θ13 is chosen to be zero and neutrino masses
are inversely hierarchical. This is because the off-diagonal
elements of Y†

NYN are approximately written as

ðY†
NYNÞ12;13 ∝

~MN

v2
·

Δm2
21

mν1 þmν2

;

ðY†
NYNÞ23 ∝

~MN

v2
·

Δm2
32

mν2 þmν3

ð37Þ

for θ13 ¼ 0 in the PMNS matrix. Thus, Bðμ → eγÞ and
Bðτ → eγÞ are strongly suppressed for the inverted hierar-
chical case.
Taking into account recent experimental results from

neutrino experiments, we show the correlation between
Bðμ → eγÞ and Bðτ → μγÞ in the simplest degenerate case
within sin2θ13 ¼ 0.022–0.026 in Fig. 3(a). We also present
the result with sin2 θ13 ¼ 0 for comparison. We take δν ¼
αν ¼ βν ¼ 0 for both the NH and IH cases. As for the
SUSY inputs, we randomly vary them within

0 < M0 < 8 TeV; 0 < M1=2 < 2 TeV;

−2 < A0 < 2; ð38Þ

taking the others as μ > 0, tan β ¼ 30. The upper-right
group of dots along each line corresponds to the Majorana
mass ~MN ¼ 5 × 1014 GeV, and the lower-left one

FIG. 3 (color online). (a) Correlation between Bðμ → eγÞ and Bðτ → μγÞ in the degenerate case with ON ¼ 1. The SUSY parameters
ðM1=2;M0; A0Þ are randomly generated, and we take tan β ¼ 30 and μ > 0. The upper-right group of dots along each line corresponds to
~MN ¼ 5 × 1014 GeV, and the lower-left one corresponds to ~MN ¼ 7 × 1012 GeV. The results of NH and IH within sin2θ13 ¼
0.022–0.026 and with sin2 θ13 ¼ 0 are shown as indicated. The vertical and horizontal solid lines show the present upper bounds of
Bðμ → eγÞ and Bðτ → μγÞ, respectively. The dotted lines indicate expected sensitivities at SuperKEKB/Belle II and MEG II. (b) The
ratio Rτ=μ ¼ Bðτ → μγÞ=Bðμ → eγÞ for IH as a function of sin2 θ13. The gray region is the present experimental value of sin2 θ13.

2There are several models where the deviation is explained in
the SUSY model beyond the context of the minimal supergravity
by splitting the mass spectrum of colored SUSY particles and that
of sleptons, see e.g., Ref. [52].

3Notice that in the case of large tan β and small mass of
the CP-odd Higgs boson, the Higgs mediated loop contribu-
tions become significant and thus must be taken into account, see
e.g., Ref. [53]. In the allowed regions in Figs. 1 and 2, such
contributions are small.

4The Higgs boson decay into a lepton-flavor-violating final
state such as h → τμ is also one of the interesting processes. A
recent experimental study is given in Ref. [55]. In the type-I
SUSY seesaw model, its branching ratio is enhanced compared
with one in the non-SUSY seesaw model, but it does not exceed
∼10−14 in the degenerate case [56].

LEPTON FLAVOR VIOLATION IN THE SUPERSYMMETRIC … PHYSICAL REVIEW D 91, 033007 (2015)

033007-9

Figure 1.3 Correlation between the branching ratios of µ → eγ and τ → µγ decays in the

MSSM (the minimum SUSY extension of the standard model) with seesaw mechanism [7].

The SUSY parameters of tanβ = 30 and µ > 0 are taken, where β is the ratio of the

expectation values of two Higgs fields and µ is the higgsino mass parameter. The results

of the normal and inverted hierarchies (NH and IH) within sin2 θ13 = 0.022–0.026 and

with sin2 θ13 = 0 are shown as indicated. The vertical and horizontal solid lines show the

branching ratio upper bounds of each decay, and the dotted ones are expected sensitivities

at SuperKEKB/Belle II and MEG II.

Figure 1.4 µ → eγ in the SU(5) SUSY GUT [9]

dimensional representation. In the case of the SO(10) SUSY GUT, both left- and right-handed

sleptons, i.e. (m2
ẽL)ij and (m2

ẽR)ij , can contribute to the LFV. Fig. 1.6 shows the branching

ratio of the µ → eγ decay as a function of unified gaugino mass M1/2 and the allowed parameter

space [8].

Other models

In addition to the major models mentioned above, many theories predict observable rates of

the µ → eγ decay within the reach of MEG II such as extra-dimensions [11] [12] [13], left-right

symmetry [14] [15] [16] [17], and little Higgs [18] [19] [20] [21].

Summary

In conclusion, the search for the µ → eγ process is a powerful probe for BSM. Pushing down

the sensitivity of µ → eγ search to O(10−14) level is meaningful to validate many theories which
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FIG. 10. Predicted branching ratios for the µ+ → e+γ decay in the SU(5) SUSY GUT based

on the minimal supergravity model as a function of the right-handed slepton mass for four different
sets of the SUSY input parameters of M2 (the SU(2) gaugino mass) and tanβ (the ratio of the two
Higgs vacuum expectation values). For the other parameters, the trilinear scalar coupling constant

A0 = 0 and mt = 175 GeV. The following CKM matrix elements are used: |(VCKM )cb| = 0.04 and
|(VCKM )td| = 0.01. (a) and (b) correspond to a positive and negative sign of the higgsino mass

parameter µ, respectively.
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(b)

Figure 1.5 Branching ratio of the µ → eγ decay for (a) positive and (b) negative sign

of the higgsino mass parameter µ as a function of right-handed selepton mass for four

different sets of SUSY input parameters of the SU(2) gaugino mass M2 and tanβ in the

SU(5) SUSY GUT [9]. The trilinear scalar coupling constant and the top-quark mass are

fixed to be A0 = 0 and mt = 175GeV, respectively.

J
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Figure 3. The figure in the left panel shows the BR(µ ! e�) obtained by scanning the mSUGRA
parameters in the ranges given in eq. (3.1) and for fixed tan� = 10 and Ue3 = 0.11 (the lowest value
allowed at 3� by recent RENO observation). The red (blue) colored points correspond to PMNS
(CKM) case. Di↵erent horizontal lines correspond to present and future bounds on BR(µ ! e�).
The figure in the right panel shows the allowed space in the m0 � m1/2 plane which satisfy the
current MEG bound. The region below the red line is excluded by the current LHC searches [9].
Both the plots satisfy all the constraints in eq. (3.2).

In figures 1 and 2 we present the constraints from BR(µ ! e�) on mSUGRA and

NUHM1 parameter space for tan� = 10 and 40 respectively. As can be seen, while only

small part of the paramater space survives for tan� = 10 in mSUGRA, it is completely

ruled out for tan� = 40. The allowed regions for low tan� require very heavy spectra,

i.e. m0 & 4TeV for small M1/2 or M1/2 & 2TeV for small m0. What is surprising is that

the constraint on the NUHM1 parameter space is not as weak as one might expect form

eq. (2.6). As we can see from the figures even in the presence of partial cancellations,

most of the NUHM1 parameter space is going to be explored by MEG. If one removes the

light Higgs mass constraint, points with stronger cancellations would be allowed, even with

µ ! e� rates below the MEG sensitivity. Thus points compatible with the Higgs mass

bound, eq. (3.2), do not allow strong cancellations in the flavor violating entry in eq. (2.6).

For the large tan� case, the µ ! e� constraint is so strong that only few points with

M1/2 & 800GeV are allowed. In the section 4.1, we will discuss in more detail about the

impact of the constraint on mh in mSUGRA and NUHM1.

In the context of the updated MEG limit on BR(µ ! e�), it is now worthwhile to see

what is the situation with the small mixing CKM case. Here we compare the CKM case

and the PMNS case with mSUGRA boundary conditions. As above, red points correspond

to the PMNS case while we use the blue color for CKM case. The CKM case has highly

suppressed branching fractions due to the smallness of CKM angles (see table (1)) as has

been detailed in [29]. Though there has been no strong improvements in the experimental

sensitivity compared to the analyses of [29], we update the result with the light Higgs mass

constraint. In figure 3 we show the results for tan� = 10. As we can see, some part of the

parameter space of the CKM case can be probed by the proposed Project-X experiment5

for µ ! e�. At present the main constraint to this scenario is simply provided by the mh

5
In appendix A we present a brief summary of all the future experimental facilities related to the flavor

violating observables discussed in the text.

– 8 –

Figure 1.6 Branching ratio of the µ → eγ decay obtained by scanning the mSUGRA

(minimal SUperGRAvity) parameters for fixed tanβ = 10 and Ue3 (left) and the allowed

space in the M0–M1/2 plane which satisfy the MEG result in 2012 (right) [8]. The red and

blue points correspond to the maximal-mixing scenario (PMNS) and the minimal-mixing

scenario (CKM) case, respectively. The region below the red line is excluded by the LHC

searches in 2012 [10].

predict the branching ratio of the decay at that level.

1.1.5 Relation with other experimental searches

As discussed in the previous section, the µ → eγ decay is one of the interesting channels to

search for BSM. There are, however, other muon decay channels which are sensitive to BSM as

well as τ decay channels in addition to another approach of energy frontier experiments. In this
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section, these experimental searches are described with their relations to the µ → eγ search.

1.1.5.1 cLFV search with other µ processes

Other cLFV channels of muon, which are complementary to µ → eγ decay, such as µN → eN ,

µ → eee, also have been searched for actively.

The effective Lagrangian*1 for the cLFV processes via muon can be written as

L =
mµ

(κ+ 1)Λ2
µ̄RσµνeLF

µν +
κ

(κ+ 1)Λ2
µ̄LγµeL(f̄Lγ

µfL), (1.3)

where f is the fermionic fields [22]. The coefficients of the two types of operators are parametrized

by two constants: the mass dimension-one Λ parameter, which represents the effective mass scale

of the new degree of freedom, and the dimensionless parameter κ, which governs the relative

size of the operators. The first term is the magnetic moment-type operator, which directly

mediates µ → eγ, µ → eee and µN → eN conversion in nuclei at order α. The second term also

mediates µN → eN at leading order and µ → eee at tree level in the cases that the fermion

is quark and electron, respectively, and µ → eγ is available at the one-loop level for the both

cases. For κ ≪ 1, the former dipole-type operator dominates cLFV phenomena while the latter

four-fermion operators are dominant for κ ≫ 1. Fig. 1.7 shows the sensitivity to Λ as a function

of κ for the processes, which illustrates the sensitivities of them depend on the magnitude of κ.

Although the coefficients of the two operators depend on the model, many models including

the SUSY-seesaw/GUT models mentioned above predict the former operator is dominant. In

such a case, the branching ratios of the three muon processes have the following relations [9] [23]:

B(µ → eee)

B(µ+ → e+γ)
≈ 6× 10−3,

B(µ−N → e−N)

B(µ+ → e+γ)
≈ 2.6× 10−3 (for N = Al).

This means a search for µ+ → e+γ decay with a sensitivity of ∼ 6 × 10−14 is competitive to

other experiments planned in the coming years, which are introduced below.

On the other hand, searches for different processes are important to restrict possible physics

models. In the case of a positive signal, the amount of information from one experiment is

limited; a positive signal in a µN → eN conversion experiment cannot measure either Λ or κ

but only a function of the two, for example. Therefore, a combination with information from

other observables including those involving τ decays, studies of the electromagnetic properties of

charged leptons, e.g. g−2, precision studies of neutrino processes, and searches for new physics

at the energy frontier, is necessary.

µ−N → e−N conversion

In the µN → eN conversion experiments, a negative muon is stopped in a thin target to form

a muonic atom. In the SM, the muon decays in orbit as µ− → e−ν̄eνµ or is captured by a

*1 The most general effective Lagrangian includes several other terms [9], but the subsets are sufficient for

the discussion here following the original notation in [22].
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nucleus of the atom as µ− +N(A,Z) → νµ +N(A,Z − 1), where N(A,Z) represents a nucleus

of the atom whose mass number is A and atomic number is Z. The µ−N → e−N conversion is

a conversion process from a muon to an electron expressed as

µ− +N(A,Z) → e− +N(A,Z).

The signal is characterized by a single electron with a monochromatic energy around 105MeV,

which slightly depends on the target nucleus due to the difference of the binding energy of

muon. The major backgrounds for the observation are the muon decay-in-orbit and the beam

contamination such as pions. Therefore, use of a pulsed muon beam can reduce the backgrounds

by searching for the conversion electrons in the bunch intervals since muonic atoms have lifetimes

ranging from hundreds of nanoseconds up to the free muon lifetime at low Z.

The current experimental upper limit of 7× 10−13 (90% C.L.) was given by the SINDRUM II

experiment at PSI [24]. Further search for the µ−N → e−N conversion is planned by several

collaborations such as Mu2e and COMET. The Mu2e experiment in Fermilab will finish con-

struction in 2023 followed by the physics data-taking for three years to reach the sensitivity of

8× 10−17 (90% C.L.) [25] [26]. The construction of the COMET experiment at J-PARC is also

in progress. It aims at the sensitivity below 7 × 10−15 (90% C.L.) with 150 day data-taking

at phase I in 2023 followed by one year data-taking to reach 6 × 10−17 (90% C.L.) at phase II,

which is expected to start in 2026–2027 [27].

µ → eee decay

The µ → eee decay is another LFV decay process. For κ ≪ 1, the µ → eγ search has an

advantage while it is opposite for κ ≫ 1.

The signal is characterized by three coincident electrons from the same muon. The background

in the search is an accidental background which consists of electrons from different muon decays

and radiative decays with internal conversion with a small energy fraction carried away by

the neutrinos. Therefore, the good momentum, vertex and timing resolutions are required in

addition to a high rate capability to cope with the high intensity muon beam.

An experimental search for the µ → eee decay is planned by Mu3e collaboration at PSI [28].

It is expected to start the physics data-taking for 300 days aiming at a single event sensitivity

of 2× 10−15 at the phase I [29], and 7× 10−17 at the phase II with 260 day data-taking.

Muon anomalous magnetic moment

The magnetic moment by muon spin is written by

Mµ =
g · e
2mµ

s,

where s is spin angular momentum and g is a factor to connect magnitudes of magnetic moment

and spin. The factor g is exactly 2 when only tree-level process is considered, but it deviates

from 2 with higher order processes. Some experimental results deviate from the SM prediction

at the 3σ level.
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Figure 6
(a) Sensitivity of a µ → e conversion in 48Ti experiment that can probe normalized capture rates of 10−16

and 10−18, and a µ → eγ search that is sensitive to branching ratios of 10−13 and 10−14, to the new physics
scale " as a function of κ (Equation 7). (b) Sensitivity of a µ → eee experiment that is sensitive to branching
ratios 10−14, 10−15, and 10−16, and a µ → eγ search that is sensitive to a branching ratio of 10−13, to the
new physics scale " as a function of κ (Equation 8). Also depicted are the currently excluded regions of both
parameter spaces.

long as it is a couple of orders of magnitude more sensitive. Because it is, experimentally, very hard
to achieve sensitivity to branching ratios for µ → eγ smaller than 10−14 (42), µ → e conversion
searches—which are not expected to hit any “wall” before normalized rates of (at least) approxi-
mately 10−18 (42)—seem to be the most effective way of pursuing CLFV after the ongoing MEG
experiment is done at the Paul Scherrer Institute (PSI) (41).

We can ask what the consequences for CLFV are if the new physics is best captured by the
following effective Lagrangian:

LCLFV = mµ

(κ + 1)"2 µ̄Rσµνe L Fµν

+ κ

(1 + κ)"2 µ̄Lγµe L(ēγ µe). 8.

Similar to the dimension-six operators in the second line of Equation 7, the dimension-six operator
in the second line of Equation 8 mediates µ → eee at tree level and µ → eγ at one-loop
level. Similar to Equation 7, the dimensionless parameter κ determines whether the dipole-like
interaction or the four-fermion interaction is dominant when it comes to CLFV.

The sensitivity to " as a function of κ for µ → eγ and µ → eee efforts is depicted in
Figure 6b. Here, for κ # 1, an experiment sensitive to Br(µ → eee) > 10−15 will probe " values
of up to 1,800 TeV. As in the example depicted in Figure 6a, a µ → eee experiment is guaranteed
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Figure 1.7 Sensitivity of (a) a µN → eN conversion in 48Ti experiment and (b) a

µ → eee experiment with that of a µ → eγ search to the new physics scale Λ as a function

of κ [22].

The deviation can be explained by introducing a contribution of new particles. The effective

Lagrangian of the new physics contributions is given by [22]

Lg−2 ⊃ mµ

Λ2
µ̄RσµνµLF

µν .

Even though this Lagrangian is flavor conserving, it is similar to Eq. (1.3) in the limit of κ ≪ 1.

In a SUSY model discussed in [30], the branching ratio of µ → eγ and the discrepancy of g is

related as

B(µ → eγ) ≈ 10−4(
δaµ

200× 10−11
)2|δ12LL|2,

where δaµ is the difference between the theoretical value and the experimental observation of

aµ = (g−2)/2, and |δ12LL| is a factor coming from cLFV coupling. Fig. 1.8 illustrates the relation,

which clarifies the complementarity of the two observations.

The first result of E989 at Fermilab was published in 2021, which reports a greater value by

3.3σ than the SM prediction [31]. Combining this to the result of BNL E821 [32], the new

experimental average became 4.2σ.

1.1.5.2 cLFV search with τ decay

The cLFV τ decay channels such as τ → ℓγ and τ → ℓℓℓ (ℓ = e or µ) have been searched for

as well. Many BSM models predict high branching ratios enough to be detected experimentally
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Given that both ‘i ! ‘j! and !a" ! "g" # gSM
" $=2 are

generated by dipole operators, it is natural to establish a
link between them. To this purpose, we recall the dominant
contribution to !a" is also provided by the chargino
exchange and can be written as

 !a" ! #
#2

4$
m2
"

!
"M2

m2
L

"g2c"M2
2=M

2
~‘
;"2=M2

~‘
$

"M2
2 #"2$ tan%;

(17)

with gc2"x; y$ defined as fc2"x; y$ in terms of

 gc2"a$ !
"3# 4a% a2 % 2 loga$

"a# 1$3 : (18)

It is then straightforward to deduce the relation

 

B"‘i ! ‘j!$
B"‘i ! ‘j&‘i "&‘j$

! 48$3#
G2
F

#!a"
m2
"

$
2

&
#f2c"M2

2=M
2
~‘
;"2=M2

~‘
$

g2c"M2
2=M

2
~‘
;"2=M2

~‘
$

$
2
j'ijLLj2:

(19)

To understand the relative size of the correlation, in the
limit of degenerate SUSY spectrum we get
 

B"‘i ! ‘j!$ '
# !a"

20& 10#10

$
2

&
% 1& 10#4j'12

LLj2 ("! e);
2& 10#5j'23

LLj2 ((! "):
(20)

A more detailed analysis of the stringent correlation be-

tween the ‘i ! ‘j! transitions and !a" in our scenario is
illustrated in Fig. 6. Since the loop functions for the two
processes are not identical, the correlation is not exactly a
line; however, it is clear that the two observables are
closely connected. We stress that the numerical results
shown in Fig. 6 have been obtained using the exact for-
mulas reported in Ref. [41] for the supersymmetric con-
tributions to both B"‘i ! ‘j!$ and !a" (the simplified
results in the mass-insertion approximations in Eqs. (15)–
(19) have been shown only for the sake of clarity). The
inner dark-gray (red) areas are the regions where the
B-physics constraints are fulfilled. In our scenario the
B-physics constraints put a lower bound on MH and there-
fore, through the funnel-region relation, also on M1;2 (see
Figs. 3 and 4). As a result, the allowed ranges for !a" and
B"‘i ! ‘j!$ are correspondingly lowered. A complemen-
tary illustration of the interplay of B-physics observables,
dark-matter constraints, !a", and LFV rates—within our
scenario—is shown in Fig. 7.9

The normalization j'12
LLj ! 10#4 used in Figs. 6 and 7

corresponds to the central value in Eq. (14) for c& ! 1 and
M&R ! 1012 GeV. This normalization can be regarded as a
rather natural (or even pessimistic) choice.10 As can be

FIG. 6 (color online). Expectations for B""! e!$ and B"(! "!$ vs !a" ! "g" # gSM
" $=2, assuming j'12

LLj ! 10#4 and j'23
LLj !

10#2. The plots have been obtained employing the following ranges: 300 GeV * M~‘ * 600 GeV, 200 GeV * M2 * 1000 GeV,
500 GeV * " * 1000 GeV, 10 * tan% * 50, and setting AU ! #1 TeV, M~q ! 1:5 TeV. Moreover, the GUT relations M2 ' 2M1

and M3 ' 6M1 are assumed. The inner (red) areas correspond to points within the funnel region which satisfy the B-physics
constraints listed in Sec. III B [B"Bs ! "%"#$< 8& 10#8, 1:01<RBs! < 1:24, 0:8<RB(& < 0:9, !MBs ! 17:35+ 0:25 ps#1].

9For comparison, a detailed study of LFV transitions imposing
dark-matter constraints—within the constrained MSSM with
right-handed neutrinos—can be found in Ref. [42].

10For M&R , 1012 GeV other sources of LFV, such as the
quark-induced terms in grand unified theories cannot be ne-
glected [43]. As a result, in many realistic scenarios it is not
easy to suppress LFV entries in the slepton mass matrices below
the 10#4 level [38].

FLAVOR PHYSICS AT LARGE TAN % WITH A . . . PHYSICAL REVIEW D 75, 115019 (2007)

115019-9

Figure 1.8 Relation between the branching ratio of µ → eγ decay and deviation of muon

anomalous magnetic moment assuming |δ12LL| = 10−4 obtained by scanning parameter

spaces [30].
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cluding the see–saw mechanism. Moreover in the recent
years SO(10) SUSY models have spurred much inter-
est as in this framework it is possible to build realistic
fermion mass model and to account for the proton life-
time bounds. In this paper we have addressed the issue
by a generic benchmark analysis, within the ansatz that
there is no fine–tuning in the neutrino Yukawa sector.

From our analysis we can state that lepton flavour vi-
olation experiments should be able to tell us much about
the structure of such a SUSY–GUT scenario. If they de-
tect LFV processes, by their rate and exploiting the in-
terplay between different experiments, we would be able
to get hints of the structure of the unknown neutrinos’
Yukawas. In this sense, the capability of a Super Flavour
factory to discriminate between the minimal mixing case
and the Ue3 = 0 PMNS case is a most interesting feature.

On the contrary, in the case that both MEG and
a future Super Flavour factory happen not to see any
LFV process, only two possibilities should be left: (i) a
the minimal mixing, low tanβ scenario; (ii) mSUGRA–
SO(10) see–saw without fine–tuned Yν couplings is
not a viable framework of physics beyond the stan-
dard model. Moreover, if the planned, high sensitivity
PRISM/PRIME conversion experiment, able to test even
the minimal mixing low tanβ region, doesn’t manage to
find LFV evidences, the latter conclusion should be the
most sensible one and there should be no room left for the
no fine–tuning framework we studied in this paper. Ac-
tually one should remark that LFV experiments will be
able to falsify some of the SUSY GUT scenarios even in
regions of the SUGRA parameter space that are beyond
the reach of LHC experiments. In this sense, the power
of LFV experiments of testing/discriminating among dif-
ferent SUSY GUTs models results very interesting and
highly complementary to the direct searches at the LHC.
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FIG. 14: Comparison of µ → e γ and τ → µ γ as a probes of
SUSY–GUTs scenarios. The plots are done by scanning the
LHC accessible parameter space at fixed tan β. The lines are
the present bounds and future sensitivities. Let us note that
the interplay between MEG and a Super Flavour factory will
leave unscathed only the low tan β CKM case.

APPENDIX: NOTATION AND RGE EQUATIONS

1. The model

The model consists in a supersymmetric SO(10) frame-
work with the following breaking pattern

SO(10)
MX−→ SU(5)RN

MGUT−→ MSSMRN (A.1)

where SO(10) is broken at the scale MX = 5 · 1017 GeV
which we equate it to the SUSY breaking mediation scale
and the GUT scale is MGUT = 2 · 1016 GeV. Below the
scale MX the model is given by the following SU(5)RN

superpotential

WSU(5)RN
= Y10 ij 10i10j5H + Y5 ij 10i5̄j 5̄H (A.2)

+Y1 ij 5̄i1j5H +Mij 1i1j + µ5̄H5H

While the corresponding soft SUSY breaking potential is

VSU(5)RN
= (A10 ij10i10j5H +A5 ij10i5̄j 5̄H̄

(a)
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cluding the see–saw mechanism. Moreover in the recent
years SO(10) SUSY models have spurred much inter-
est as in this framework it is possible to build realistic
fermion mass model and to account for the proton life-
time bounds. In this paper we have addressed the issue
by a generic benchmark analysis, within the ansatz that
there is no fine–tuning in the neutrino Yukawa sector.

From our analysis we can state that lepton flavour vi-
olation experiments should be able to tell us much about
the structure of such a SUSY–GUT scenario. If they de-
tect LFV processes, by their rate and exploiting the in-
terplay between different experiments, we would be able
to get hints of the structure of the unknown neutrinos’
Yukawas. In this sense, the capability of a Super Flavour
factory to discriminate between the minimal mixing case
and the Ue3 = 0 PMNS case is a most interesting feature.

On the contrary, in the case that both MEG and
a future Super Flavour factory happen not to see any
LFV process, only two possibilities should be left: (i) a
the minimal mixing, low tanβ scenario; (ii) mSUGRA–
SO(10) see–saw without fine–tuned Yν couplings is
not a viable framework of physics beyond the stan-
dard model. Moreover, if the planned, high sensitivity
PRISM/PRIME conversion experiment, able to test even
the minimal mixing low tanβ region, doesn’t manage to
find LFV evidences, the latter conclusion should be the
most sensible one and there should be no room left for the
no fine–tuning framework we studied in this paper. Ac-
tually one should remark that LFV experiments will be
able to falsify some of the SUSY GUT scenarios even in
regions of the SUGRA parameter space that are beyond
the reach of LHC experiments. In this sense, the power
of LFV experiments of testing/discriminating among dif-
ferent SUSY GUTs models results very interesting and
highly complementary to the direct searches at the LHC.

Acknowledgements SKV acknowledges support
from Indo-French Centre for Promotion of Advanced Re-
search (CEFIPRA) project No: 2904-2 ‘Brane World
Phenomenology’. He is also partially supported by IN-
TAS grant, 03-51-6346, CNRS PICS # 2530, RTN con-
tract MRTN-CT-2004-005104 and by a European Union
Excellence Grant, MEXT-CT-2003-509661. LC, AF and
AM thank the PRIN ‘Astroparticle Physics’ of the Ital-
ian Ministry MIUR and the INFN ‘Astroparticle Physics’
special project. We also aknowledge support from RTN
european program MRTN-CT-2004-503369 ‘The Quest
for Unification’. LC thanks the Ecole Polytechnique–
CPHT for hospitality. LC, AM and SKV also thank
the CERN Theory Group for hospitality during various
stages of this work. We thank U. Chattopadhyay, S.
Kraml, S. Profumo, D. P. Roy and F. Zwirner for discus-
sions. SKV also thanks T. Gherghetta for a reference.

 1e-07

 1e-06

 1e-05

 1e-04

 0.001

 0.01

 0.1

 1

 10

 100

 1e-08  1e-06  1e-04  0.01  1  100

Now

SuperB

SuperF

MEG Now

P
S
frag

rep
lacem

en
ts

B
R
(τ

→
µ
γ
)
·1
07

BR(µ → e γ) · 1011

µ → e γ vs. τ → µ γ at tanβ = 10

µ
→

e
γ
vs.

τ
→

µ
γ
at

tan
β
=
40

CKM
PMNS Ue3 = 0.07
PMNS Ue3 = 0

P
M
N
S
U
e3
=

0

 1e-06

 1e-05

 1e-04

 0.001

 0.01

 0.1

 1

 10

 100

 1000

 1e-06  1e-04  0.01  1  100  10000

Now

SuperB

SuperF

MEG Now

P
S
frag

rep
lacem

en
ts

B
R
(τ

→
µ
γ
)
·1
07

BR(µ → e γ) · 1011

µ
→

e
γ
vs.

τ
→

µ
γ
at

tan
β
=
10

µ → e γ vs. τ → µ γ at tanβ = 40

CKM
PMNS Ue3 = 0.07
PMNS Ue3 = 0

P
M
N
S
U
e3
=

0

FIG. 14: Comparison of µ → e γ and τ → µ γ as a probes of
SUSY–GUTs scenarios. The plots are done by scanning the
LHC accessible parameter space at fixed tan β. The lines are
the present bounds and future sensitivities. Let us note that
the interplay between MEG and a Super Flavour factory will
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APPENDIX: NOTATION AND RGE EQUATIONS

1. The model

The model consists in a supersymmetric SO(10) frame-
work with the following breaking pattern

SO(10)
MX−→ SU(5)RN

MGUT−→ MSSMRN (A.1)

where SO(10) is broken at the scale MX = 5 · 1017 GeV
which we equate it to the SUSY breaking mediation scale
and the GUT scale is MGUT = 2 · 1016 GeV. Below the
scale MX the model is given by the following SU(5)RN

superpotential

WSU(5)RN
= Y10 ij 10i10j5H + Y5 ij 10i5̄j 5̄H (A.2)

+Y1 ij 5̄i1j5H +Mij 1i1j + µ5̄H5H

While the corresponding soft SUSY breaking potential is

VSU(5)RN
= (A10 ij10i10j5H +A5 ij10i5̄j 5̄H̄

(b)

Figure 1.9 Correlation between µ → eγ and τ → µγ in SUSY-GUT(SO(10)) for (a)

tanβ = 10 and (b) tanβ = 40 [35]. The plots are done by scanning the LHC accessi-

ble parameter space. The inner (red) areas correspond to points within the funnel region

which satisfy the B-physics constraints.

around O(10−9)–O(10−7) [33]. The τ decay channels are theoretically associated with the µ

decay channels, and their branching ratios have correlations in many scenarios as shown in

Fig. 1.3 and Fig. 1.9. In some parameter spaces, the τ channels have a higher sensitivity to

BSM.

The Belle II experiment at SuperKEKB [34] plans to search for the τ decays with a sensitivity

goal of O(10−9) (Fig. 1.10).
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Figure 5: Comparison between the ⌧ lepton mass measurement performed by Belle II
and the values obtained from previous experiments. ⌧ lepton mass average reported
by the PDG [5] is also displayed.

Figure 6: Current 90% C.L. upper limits for the branching fraction of LFV ⌧ decays.
Limits imposed by CLEO, BaBar, Belle and LHCb are showed. Additionally, prospects
for limits to be imposed by Belle II are indicated with red circles, assuming an in-
tegrated luminosity of 50 ab�1 [6]. The last four decay modes also violates barion
number conservation.

4.2 CP violation in ⌧ decays

The decay of the ⌧ lepton to final states containing a K0
S meson will have a nonzero decay-rate

asymmetry A⌧, defined by

A⌧ =
� (⌧+! ⇡+K0

S ⌫̄⌧)� � (⌧� ! ⇡�K0
S⌫⌧)

� (⌧+! ⇡+K0
S ⌫̄⌧) + � (⌧� ! ⇡�K0

S⌫⌧)
(4)

due to CP violation in the kaon sector. The SM prediction [12,13] yields

ASM
⌧ = (3.6± 0.1)⇥ 10�3. (5)

3.6

Figure 1.10 Upper limits for the branching ratio of LFV τ decays with limits expected to

be imposed by Belle II assuming an integrated luminosity of 50 ab−1 [36].

1.1.5.3 Direct search in energy frontier experiments

The direct search for the SUSY particles is one of the attractive motivations for the en-

ergy frontier experiments such as the large hadron collider (LHC) experiment. However, its

reachable energy region is limited by the beam energy. Fig. 1.11 shows the mass reach of the

ATLAS experiment [37] for SUSY particles. It reaches 1–2TeV scale. On the other hand, the

MEG II experiment can indirectly access SUSY particles’ masses around 10TeV by searching for

the µ → eγ decay at the sensitivity of O(10−14) as shown in Fig. 1.12 [38]. In addition, cLFV

searches are sensitive to particles which do not strongly interact such as sleptons, which are not

strongly constrained by the LHC results. Therefore, the two approaches are complementary to

explore new physics.

1.2 Principle of µ → eγ search

In a µ → eγ search, the decay mode is identified by detecting the decay products. Usually,

positive muons are used not to form muonic atoms; negative muons can be captured by nucleus

in target material. The decay from the muonic atom is no longer a two-body decay, which makes

the identification difficult.

1.2.1 Signal

The signal µ+ → e+γ decay is a two-body decay. In the rest frame of the muon, the muon

emits a time coincident pair of a positron and a γ-ray with the energy of a half of the muon mass

mµ to the back-to-back direction. Therefore, the decay from stopped muons can be identified
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Figure 1.11 Mass reach of the ATLAS searches for SUSY in June 2021 [39]. A represen-

tative selection of the available search results is shown.

Figure 1.12 Branching ratio of µ → eγ decay as a function of the universal scaler mass m0

and tanβ in the mSUGRA model [38]. Dark (light) green region satisfies 125GeV < mh <

127GeV (124GeV < mh < 128GeV) and dashed two lines show 120GeV < mg < 130GeV.

The gray region is excluded by the non-perturbativity of the top Yukawa coupling.
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by the following conditions:

• Ee+ = Eγ = mµ/2 ≃ 52.8MeV,

• te+γ = 0,

• Θe+γ = 180◦,

where Ee+ and Eγ are the energies of the positron and the γ-ray. te+γ and Θe+γ are the time

difference and the opening angle between the positron and the γ-ray, respectively.

The expected number of signals is the product of the branching ratio of the signal decay B
and the inverse of the single event sensitivity k, and thus it can be written as follows:

Nsig = B × k,

k := Rµ × T × Ω× ϵe+ × ϵγ × ϵcut, (1.4)

where Rµ is the muon beam intensity, T is the total data-acquisition live time, Ω is the geo-

metrical acceptance of the detector, ϵe+ and ϵγ are the detection efficiencies of the positron and

γ-ray respectively and ϵcut is the efficiency of the event selection. The increase of each of the

factors except for the branching ratio given by the nature results in a higher sensitivity.

1.2.2 Backgrounds

In the SM, the µ+ decays emitting a positron, neutrinos and a γ-ray as shown in Table 1.2.

The products from the SM decay modes can mimic the signal decay by satisfying the signal

event kinematics, and those events can be background events.

Table 1.2 Decay modes of muon [40].

Decay mode Fraction

µ → eνν ∼ 1

µ → eννγ (6.0± 0.5)× 10−8 (Ee > 45MeV, Eγ > 40MeV)

µ → eννe+e− (3.4± 0.4)× 10−5

The background events in the µ+ → e+γ search can be classified into two groups: physics

background and accidental background. The former one is from a radiative muon decay, which

emits a positron and a γ-ray at the same time, and the latter is given by the accidental coin-

cidence of a positron and a γ-ray from different muons. In principle, these background events

can be distinguished from the true signal event since they can have slight differences from the

signal event criteria. In reality, however, they are not necessarily distinguishable due to the

finite detector resolutions.

To discuss the expected number of background events, let’s introduce new quantities: the

normalized positron and γ-ray energies to the signal energy, x = 2Ee+/mµ and y = 2Eγ/mµ,

and the opening angle, z = π − Θe+γ . Using these quantities, the interesting region can be
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expressed as 
1− δx ≤ x ≤ 1 + δx,

1− δy ≤ y ≤ 1 + δy,

0 ≤ z ≤ δz,

−δte+γ ≤ te+γ ≤ δte+γ ,

where the variables with δ denote the ranges of the signal regions for the corresponding observ-

ables. The partial branching ratios in this region give the effective number of the background

events.

Physics background

The radiative muon decay (RMD), µ+ → e+νeνµγ, becomes a physics background. The

positron and the γ-ray from this decay are emitted simultaneously. In addition, when the

two neutrinos carry little momentum, the energies of the positron and the γ-ray are close to

those of signals and they are emitted almost back-to-back: x ≈ 1, y ≈ 1 and z ≈ 0.

The differential branching ratio dB of the RMD can be written within the framework of the

V–A interaction as

dB(µ+ → e+νeνµγ) =
α

64π3
βdx

dy

y
dΩe+dΩγ (1.5)

× [F (x, y, d)− βP⃗µ+ · p̂e+G(x, y, d)− P⃗µ+ · p̂γH(x, y, d)],

where dΩe+ and dΩγ are solid angles of the emitted positron and γ-ray whose energy is in the

interval of dx and dy, respectively [9]. P⃗µ+ is the muon polarization vector. p̂e+ and p̂γ are unit

vectors of positron and γ-ray momenta, p⃗e+ and p⃗γ , in the muon rest frame respectively. β is

defined as β ≡ |p⃗e+ |/Ee+ . d is given by d ≡ 1 − βp̂e+ · p̂γ . The functions, F (x, y, d), G(x, y, d)

and H(x, y, d), are given in Appendix A of [9]. From the four-body kinematics, the ranges of x

and y are limited as

2
√
r < x < 1 + r (0 < y ≤ 1−

√
r), (1.6)

(1− y) + r/(1− y) ≤ x ≤ 1 + r (1−
√
r ≤ y ≤ 1− r),

where r = (me+/mµ+)2.

In an approximation of the limit of x ≈ 1, y ≈ 1 and z ≈ 0, the differential branching ratio is

expressed as

dB(µ+ → e+νeνµγ) =
α

16π
[J1(1− Pµ+ cos θe+) + J2(1 + Pµ+ cos θe+)]d(cos θe+).

In the condition of the experiment in which the angular resolution meets δz ≤ 2
√
δxδy, J1 and

J2 are given by

J1 =
8

3
(δx)3(δy)(

δz

2
)2 − 2(δx)2(

δz

2
)4 +

1

3

1

(δy)2
(
δz

2
)8,

J2 = 8(δx)2(δy)2(
δz

2
)2 − 8(δx)(δy)(

δz

2
)4 +

8

3
(
δz

2
)6.

Fig. 1.13 shows a fraction of the µ+ → e+νeνµγ decay for the given δx and δy values assuming

a polarization of −0.86 measured in the MEG experiment [41] and δz ≈ 20mrad. This figure
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Figure 1.13 Effective branching ratio of the physics background from the

µ+ → e+νeνµγ decay as a function of the positron energy resolution (δx) and γ-ray

energy resolution (δy).

indicates that both δx and δy on the order of 0.01 are needed to achieve a sensitivity limit at

the level of 10−15.

The expected number of physics background events can be written by

NRMD = BRMD ×Rµ × T × Ω× ϵe+,RMD × ϵγ,RMD, (1.7)

where BRMD is the branching ratio of the background, which can be obtained by integrating

the differential branching ratio, and ϵe+,RMD and ϵγ,RMD are the efficiencies to detect the RMD

positrons and γ-rays, respectively.

Accidental background

The accidental background derives from a positron and a γ-ray originated from independent

muon decays. If a pair of the positron and the γ-ray with energies near those of the signals

is emitted simultaneously in the back-to-back direction, it can be regarded as a signal event.

The source of such positrons is a Michel decay (µ+ → e+νeνµ). On the other hand, the γ-ray

background comes from an RMD and an annihilation in flight of a positron (AIF).

The effective branching ratio of the accidental background Bacc can be expressed as

Bacc = Rµ × fe+ × fγ × (δz)2

4
× (2δte+γ), (1.8)

where fe+ is the fraction of positrons which enter the signal energy region and fγ is that of

γ-rays.

fe+ can be given by the Michel positron energy spectrum. When the positron polarization

is neglected, the differential decay width of the Michel decay within the framework of the V–A
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interaction in the SM has a simple form of

dΓ(µ+ → e+νeνµ) =
m5

µG
2
F

192π3
x2 [(3− 2x) + Pµ cos θe+(2x− 1)] dxd(cos θe+). (1.9)

Fig. 1.14 shows the Michel positron energy spectrum obtained by integrating Eq. (1.9) over the

angle assuming the polarization of −0.86. As the spectrum is almost flat in the signal region of

x ≈ 1, the integral can be approximated to be

fe+ ≃ 2δx.

fγ can be obtained by the combination of RMD and AIF γ-ray spectra. Fig. 1.15 shows the

differential branching ratio of RMD as a function of the positron and the γ-ray energy obtained

by integrating Eq. (1.5) over the solid angles. The ratio is high for an energetic positron with a

soft photon, where x ≈ 1 and y ≈ 0.

The γ-ray spectrum is obtained by integrating Eq. (1.5) over the positron energy and angles.

With ignorance of the terms suppressed by me+/mµ+ , it is approximated by

dB(µ+ → e+νeνµγ)

dyd(cos θγ)
=

1

y
[J+(y)(1 + Pµ+ cos θγ) + J−(y)(1− Pµ+ cos θγ)], (1.10)

where θγ is the angle between the muon spin polarization and the photon momentum, and J+(y)

and J−(y) are defined by

J+(y) =
α

6π
(1− y)

[
(3 ln

1− y

r
− 17

2
) + (−3 ln

1− y

r
+ 7)(1− y) + (2 ln

1− y

r
− 13

3
)(1− y)2

]
,

J−(y) =
α

6π
(1− y)2

[
(3 ln

1− y

r
− 93

12
) + (−4 ln

1− y

r
+

29

3
)(1− y) + (2 ln

1− y

r
− 55

12
)(1− y)2

]
.

Fig. 1.16 shows the γ-ray spectrum, which is obtained by integrating Eq. (1.10) over the angle

assuming the polarization of −0.86. By integrating the spectrum over y, the contribution of the

RMD fγ,RMD can be given by the approximation in the signal region of y ≈ 1 with unpolarized

muons as

fγ,RMD ≃ α

2π
(δy)2{ln (δy) + 7.33}. (1.11)

From the equation, fγ,RMD is roughly proportional to (δy)2.

Although Eq. (1.10) is obtained by integration over the positron energy, the transition prob-

ability is high for the low energy positrons when the γ-ray energy is high. Fig. 1.17 shows

the positron energy spectrum obtained by integrating Eq. (1.5) over the solid angles and with

respect to the γ-ray energy from y = 0.9 to y = 1. It peaks at the positron energy region lower

than 8MeV. This fact leads to an idea of the background suppression by identifying the RMD

γ-rays with detection of the low energy positrons which derive from the same muons, which will

be discussed in Sec. 2.1.3.3.

Some of the Michel positrons emit γ-rays via AIF and external Bremsstrahlung. The γ-rays

from the AIF can have high energies while the contribution from the Bremsstrahlung is negligibly

small in the signal region.
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The energies of two γ-rays, Eγ1 and Eγ2 , generated by the AIF are given by

Eγ1 =
me+(Ee+ +me+)

Ee+ +me+ − pe+ cos θe+γ1

,

Eγ2 =
(Ee+ − pe+ cos θe+γ1

)(Ee+ +me+)

Ee+ +me+ − pe+ cos θe+γ1

,

where Ee+ and pe+ are the energy and magnitude of the momentum of the positron respectively,

and θe+γ1
is the direction of γ1 momentum with respect to the positron momentum direction.

Fig. 1.18(a) shows the energy distribution of the γ-rays from AIF as a function of θe+γ1
when

x = 1. In most cases, either of the two γ-rays carries most of the energy in which the emission

direction of the γ-ray with higher energy is closely aligned to that of the original positron while

the energies of the two become equivalent otherwise.

The differential cross section for the annihilation of a positron is given by

dσ

dΩ
= −e4(Ee+ +me+)

pe+

[
1

(Ee+ +me+ − pe+ cos θe+γ1
)2

− 3me+Ee+

2me+(Ee+ +me+)(Ee+ − pe+ cos θe+γ1
)

+
Ee+ +me+ − pe+ cos θe+γ1

2(Ee+ +me+)2(Ee+ − pe+ cos θe+γ1
)2

]
,

in the laboratory coordinate system [42]. Fig. 1.18(b) shows the differential cross section as a

function of θe+γ1
when x = 1. Combining Fig. 1.18(a) and Fig. 1.18(b), the energy spectrum

of the γ-ray from AIF can be illustrated as Fig. 1.19, which indicates one of the γ-rays carries

most of the energy with high frequency.

The contribution from AIF depends on the material distribution of the experiment.

Fig. 1.20(a) shows the simulated energy deposit from a muon decay in the MEG II experiment.

The AIF spectrum decreases moderately as the energy gets higher while the RMD spectrum

decreases rapidly, which results in the high fraction of the AIF γ-ray in the signal region. For

instance, the fraction of AIF for Eγ > 48MeV is 35%. Fig. 1.20(b) shows the integration of the

energy spectrum of the AIF γ-ray as a function of δy. From this figure, the fraction of the AIF

γ-ray fγ,AIF can be approximately represented as a square function of δy as well, which is

fγ,AIF ≃ rγ,AIF(δy)
2. (1.12)

The normalization rγ,AIF is given by the fraction of the RMD and AIF contributions.

From the above results, the expected number of accidental background events can be written

by

Nacc = Bacc ×Rµ × T × Ω× ϵe+,acc × ϵγ,acc (1.13)

= R2
µ × T × (2δx)×

[ α

2π
(δy)2{ln (δy) + 7.33}+ rγ,AIF(δy)

2
]
× (δz)2

4
× (2δte+γ)

∝ R2
µ × T × δx× (δy)2 × (δz)2 × δte+γ ,

where ϵe+,acc and ϵγ,acc are the detection efficiencies of background positrons and γ-rays, respec-

tively.
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Figure 1.14 Energy spectrum of Michel positron. The muon spin polarization is set to −0.86.
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Figure 1.15 Differential branching ratio of the RMD as a function of the positron and

γ-ray energies. The muon spin polarization is set to −0.86.

In addition to the RMD and AIF, there is a contribution from accidental pileup of multiple

γ-rays when the muon beam intensity is high. The effect of the pileup will be discussed in

Chap. 5.

Fig. 1.21 shows the effective branching ratio of the backgrounds as a function of the lower edge

of the integration regions with respect to Ee+ and Eγ in the MEG experiment. The effective

branching ratio of the accidental background is larger than that of the RMD by one or two orders

of magnitude, and so the accidental background is a dominant background in this experiment.
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Figure 1.16 Energy spectrum of RMD γ-ray. The muon spin polarization is set to −0.86.
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Figure 1.17 Differential branching ratio of the RMD as a function of the positron energy

with γ-ray energy of y = 0.9–1. The muon spin polarization is set to −0.86. The lower

edge of the distribution is given by the kinematics of 2
√
r in Eq. (1.6).
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Figure 1.18 (a) Energies of γ-rays from AIF and (b) normalized differential cross section

as a function of the angle between the positron and one γ-ray directions (black) when

x = 1. That for the other γ-ray is also drawn in red.
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Figure 1.19 Energy spectrum of a γ-ray from AIF when x = 1.
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Figure 1.20 (a) Simulated energy deposit from a muon decay on target for RMD decay

(blue) and Michel decay (red) in the MEG II. (b) Integrated energy spectrum of AIF as a

function of δy obtained by integrating the spectrum of (a) with respect to y from 1 − δy

to 1. The y-axis is normalized at δy = 0.1.
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Fig. 22 The RMD (red crosses) and AIF (green circles) photon back-
ground spectra in the MEG detector estimated by a MC simulation
around the kinematic end-point. The variable on the horizontal axis is
y = 2Eγ /mµ where Eγ is the photon energy and mµ is the muon mass

a function of y near the kinematic end-point, a good energy
resolution reduces steeply the single photon background.

In addition to the RMD and AIF components in the analy-
sis window, there are contributions from pile-up photons and
cosmic-ray components, totalling at most 4–6 %. The pile-up
rejection methods are discussed in Sect. 3.1.3. The cosmic-
ray events are rejected by using topological cuts based on
the deposited charge ratio of the inner to outer face and the
reconstructed depth (w) because these events mostly come
from the outer face of the LXe detector while signal events
are expected from the inner face. After applying these cuts,
photon background spectra are measured directly from the
timing side-band data, and the measured shape is used in the
analysis window.

4.4.1.2 Single positron background The single positron
background in the analysis window results from the Michel
decay positrons. Although the theoretical positron energy
spectrum of the Michel decay is well known [34], the
measured positron spectrum is severely distorted by the
design of the spectrometer which tracks only high momen-
tum positrons, and therefore introduces a strong momen-
tum dependence in the tracking efficiency. The resolution in
the momentum reconstruction also influences the measured
spectrum. The positron spectrum obtained by our detector
with the resolution function and the acceptance curve are
shown in [8]. There is a plateau region near the signal energy
where the measurement rate of the positrons reaches its max-
imum, which allows us to extract the shape of the positron
background precisely from the data with high statistics.

4.4.1.3 Effective branching ratio The effective branching
ratio of the accidental background, defined by the back-
ground rate normalised to the muon stopping rate, can be
approximately expressed by [35]
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Fig. 23 Effective branching ratios of the two types of background
into the kinematic window defined by Ee+,min < Ee+ < 53.5 MeV,
Eγ ,min < Eγ < 53.5 MeV, |te+γ | < 0.24 ns and cos "e+γ < −0.9996.
a Accidental background evaluated from the timing side-band. b RMD
background from µ+ → e+γ νν̄ calculated with theoretical formula
folded with detector responses

Bacc ∝ Rµ δEe+ (δEγ )
2 δte+γ δθe+γ δφe+γ ,

where Rµ is the muon stopping rate and δq is the width of
the integration region defined by the detector resolution for
the observable q. Figure 23a shows the effective branching
ratio for the accidental background as a function of the lower
edges of the integration regions of Ee+ and Eγ . The same
plot for the RMD background is shown in Fig. 23b, which is
described in detail in the Sect. 4.4.2. It can be seen that the
accidental background is much more severe than the RMD
background.

The rate of the accidental background expected in the anal-
ysis window is evaluated using the data from a wider time
window in the side-bands with larger statistics. The back-
ground rate measured in the side-bands is used as a statistical
constraint in the maximum likelihood analysis. The distribu-
tions of the observables relevant for the physics analysis are
also precisely measured in the timing side-bands and used in
the maximum likelihood analysis (Sect. 4.5).

4.4.2 RMD background

A second background source consists of the µ+ → e+γ νν̄

RMD process, producing a time-coincident e+γ -pair. The
RMD events fall into the analysis window when the two neu-
trinos have small momentum and are identical to the signal
in the limit of neutrino energies equal to zero. Observation
of the RMD events provides a strong internal consistency
check for the µ+ → e+γ analysis since it is a source of
time-coincident e+γ -pairs.

The RMD in the energy side-band defined by 43.0 <

Eγ < 48.0 MeV, 48.0 < Ee+ < 53.0 MeV, |φe+γ | <

0.3 rad, and |θe+γ | < 0.3 rad are studied. The RMD events
are identified by a peak in the te+γ distribution as shown
in Fig. 18. The distribution of RMD in terms of energy and
angle is measured by fitting the te+γ -distribution divided into
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Figure 1.21 Effective branching ratios of (a) accidental background and (b) RMD back-

ground in Ee+,min < Ee+ < 53.5MeV, Eγ,min < Eγ < 53.5MeV, |te+γ | < 0.24 ns and

cosΘe+γ < -0.9996. The former one was evaluated from the timing side-band data and the

latter was calculated with theoretical formula folded with detector responses [1].
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1.2.3 Experimental requirements

In order to achieve a high sensitivity, Nsig should be maximized while NRMD and Nacc should

be minimized. This leads to the following requirements.

Firstly, a high-intensity direct-current (DC) muon beam is required. High muon statistics

results in the large number of signals from Eq. (1.4). However, the number of the accidental

backgrounds increases quadratically with Rµ while that of the signals increases linearly. Thus,

a DC muon beam is a better choice to acquire the same statistics with a lower beam intensity

than a pulsed beam.

Secondly, the improvement of the detector resolutions is essential for the high sensitivity. As

shown in Eq. (1.7) and Eq. (1.13), both of the number of the backgrounds depend on the energy

and opening angle resolutions, and that of the accidental backgrounds depends on the timing

resolutions as well.

Furthermore, the reduction of γ-ray backgrounds from AIF can be realized by minimizing the

material throughout the positron path.

1.3 MEG experiment

The MEG experiment searched for the µ+ → e+γ decay with the highest sensitivity in the

world. Fig. 1.22 shows the schematic of the MEG experiment. The world’s most intense DC

muon beam available in the Paul Sherrer Institut (PSI) in Switzerland was used in the experi-

ment. Muons were stopped in a target, and then decayed into positrons and γ-rays. The tracks of

positrons were bent into spirals in the magnet produced by a superconducting solenoid and their

momenta, vertices and timings were measured with drift chambers and timing counters. The

energies, positions and timings of γ-rays were measured with a liquid xenon detector. Thanks

to the high performance of these detectors, the MEG experiment searched for the decay with

the sensitivity of 5.3 × 10−13. Although the positive signal was not observed, the experiment

succeeded in setting the current upper limit on the branching ratio, B(µ → eγ) < 4.2 × 10−13

(90% confidence level) [1].

Further enhancement of the sensitivity cannot be expected in the MEG experiment even with

more statistics. Fig. 1.23 shows the improvement of the sensitivities of the MEG thanks to the

statistics used for each analysis. The figure indicates the degree of the sensitivity enhancement by

an increased statistics becomes less with accumulation of the data. This is because the increase

of statistics contributes to the increase of the backgrounds as well. As shown in Fig. 1.21,

the effective branching ratio of the accidental backgrounds in 52.5MeV < Ee+ < 53.5MeV

and 52.0MeV < Eγ < 53.5MeV is in the order of 10−13 in the MEG. Considering the energy

resolution of 330 keV (core) for positrons and 2.3% for γ-rays in the MEG, a fundamental

improvement of the detector performance is unavoidable to reach the sensitivity of O(10−14).
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Fig. 2 Schematic of the MEG
experiment

LXe photon detector with the positron vertex in the target
obtained by extrapolating the positron track. All the signals
are individually digitised by in-house designed waveform
digitisers (DRS4) [3].

The number of expected signal events for a given branch-
ing ratio B is related to the rate of stopping muons Rµ+ ,
the measurement time T , the solid angle Ω subtended by
the photon and positron detectors, the efficiencies of these
detectors (ϵγ , ϵe+ ) and the efficiency of the selection criteria
ϵs

1:

Nsig = Rµ+ × T × Ω × B × ϵγ × ϵe+ × ϵs. (1)

The single event sensitivity (SES) is defined as the B for
which the experiment would see one event. In principle the
lowest SES, and therefore the largest possible Rµ+ , is desir-
able in order to be sensitive to the lowest possible B. The
number of accidental coincidences Nacc, for given selection
criteria, depends on the experimental resolutions (indicated
as ∆) with which the four relevant quantities (Eγ , pe+ , Θe+γ ,
te+γ ) are measured. By integrating the RMD photon and
Michel positron spectra over respectively the photon energy
and positron momentum resolution intervals, it can be shown
that:

Nacc ∝ R2
µ+ × ∆Eγ

2 × ∆pe+ × ∆Θ2
e+γ × ∆te+γ × T . (2)

The number of RMD background events NRMD can be cal-
culated by integrating the SM calculation of the RMD dif-

1 An usual selection criterion is to choose 90% efficient cuts on each of
the variables (Eγ , pe+ , Θe+γ , te+γ ) around the values expected for the
signal: this criterion defines the selection efficiency to be ϵs = (0.9)4.
This kind of analysis in which one counts the number of events within
some selection cuts and compares the number found with predictions
for the background is named “ box analysis”. MEG/MEG II adopt more
refined analyses which take into account the different distributions of
(Eγ , pe+ , Θe+γ , te+γ ) for background and signal type events by using
maximum likelihood methods.

ferential branching ratio [4] over the appropriate kinematic
intervals, but there is no simple equation for NRMD. In
MEG, NRMD was more than ten times smaller than Nacc
[2]. Due to the dependence Nacc ∝ R2

µ+ , in comparison with
NRMD ∝ Rµ+ , the accidental coincidences in MEG II, where
Rµ+ is about twice as large as in MEG, will dominate even
more over the number of background events from RMD.

It is clear from Eqs. (1) and (2) that, for fixed experimen-
tal resolutions, the muon stopping rate cannot be increased
arbitrarily but must be chosen in order to keep a reasonable
signal to background ratio.

After the five-year data taking of MEG, only a limited
gain in sensitivity could be achieved with further statistics
due to the background (accidental) extending into the signal
region. Therefore, the data-taking ceased in 2013, allowing
the upgrade program to proceed with full impetus.

Other cLFV channels, complementary to µ+ → e+γ and
being actively pursued are:µ−N → e−N ,µ → 3e, τ → ℓγ

and τ → 3ℓ (ℓ = e or µ).
In the µ−N → e−N conversion experiments, negative

muons are stopped in a thin target and form muonic atoms.
The conversion of the muon into an electron in the field of the
nucleus results in the emission of a monochromatic electron
of momentum ∼100 MeV/c, depending on the target nucleus
used. Here the backgrounds to be rejected are totally dif-
ferent from the µ+ → e+γ case. The dominant background
contributions are muon decay-in-orbit and those correlated
with the presence of beam impurities, such as pions. In order
to reduce these backgrounds the experiments planned at Fer-
milab (Mu2e) [5,6] and J-PARC (COMET [7,8] and DeeMe
[9]) will use pulsed proton beams to produce their muons.
Since muonic atoms have lifetimes ranging from hundreds
of nanoseconds up to the free muon lifetime at low Z, the con-
version electrons are therefore searched for in the intrabunch
intervals.

123

Figure 1.22 Schematic of the MEG experiment.
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Figure 1.23 Branching ratio sensitivities (black line) and upper limits (purple markers) of

MEG results.

1.4 MEG II experiment

The MEG II experiment, an upgrade of the MEG experiment, was proposed to improve the

sensitivity by one oder of magnitude [43]. Fig. 1.24 shows the schematic view of the MEG II ex-

periment. Muons are stopped in the target and emit positrons and γ-rays. The positrons are

bent in a magnetic field produced by COBRA magnet, and then detected with the cylindrical

drift chamber and the pixelated timing counter while the γ-rays are detected with the liquid
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Figure 1.24 Schematic of the MEG II experiment [2].

xenon detector. The radiative decay counter is newly installed for tagging γ-ray backgrounds.

The improvement in the sensitivity is achieved by upgrades of the detectors in two aspects.

The first strategy is to improve the detector resolutions, which is effective to reduce the

accidental backgrounds. As shown in Eq. (1.13), the number of accidental backgrounds increases

with the resolutions. Therefore, the MEG II detectors were designed to achieve better resolutions

by a factor of two than the MEG detectors.

The second is an increase of the accumulated statistics. The muon beam rate in the MEG

experiment was limited to 3×107 µ+stops/s, which is lower than a half of the maximum intensity,

due to the limited performance of the detectors; the drift chamber was not operational under

a high intensity environment causing discharge, and the performance of the MEG detectors

can significantly deteriorate at the increased background level. Thus, an improvement of the

detectors to be tolerant toward an increase of the beam intensity enables a gain in the total

number of muons. In addition, the efficiency of the positron spectrometer is doubled by reducing

the material between the drift chamber and the timing counter, which causes positron scattering.
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Chapter 2

MEG II Experiment

This chapter begins with explanations about apparatus for the MEG II experiment. Then, the

configurations of the pilot runs for the detector commissioning are summarized followed by the

descriptions about the detector simulation. Finally, the procedure for the µ+ → e+γ analysis is

described.

2.1 Apparatus

In this section, the apparatus for the MEG II experiment is explained such as the beamline,

the detectors, the DAQ system.

Here we define a global coordinate system (x, y, z) as follows. The origin is defined at the

center of the COBRA magnet and the muon stopping target is located there. The z-axis is

set parallel to the muon beam direction, and the y-axis is set vertical upward. The x-axis is

set horizontal, so that (x, y, z) forms a right-handed system. A cylindrical coordinate system

(r, θ, ϕ) is also defined as r :=
√

x2 + y2, θ := tan−1(z/r), ϕ := tan−1(y/x).

2.1.1 Beamline

The MEG II experiment uses the muon beam at PSI. Fig. 2.1 shows an overview of the beam

line. The beam is transported along the arrows to the MEG II detectors placed in the πE5

beamline.

Proton acceleration

The muon beam at PSI originates from protons. The protons from a hydrogen source are

accelerated in three steps. At the first step, a Cockcroft–Walton pre-accelerator shown in Fig. 2.2

accelerates them up to 870 keV [45]. The pre-accelerated protons are injected into a isochronous

cyclotron called Injector 2, which consists of four magnets, two radio-frequency (RF) cavities

operated at ∼ 400 kV and two third-harmonic cavities operated at ∼ 30 kV shown in Fig. 2.3.

This first cyclotron accelerates the protons up to 72MeV and the beam is delivered to the second

cyclotron, the main ring cyclotron. The second cyclotron is composed of four main RF cavities

and eight magnets as shown in Fig. 2.4, and accelerates the beam up to 590MeV. Table 2.1
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Chapter 2. MEG experiment setup

2.1 Beam
In order to achieve a high sensitivity in the MEG, there are two important requirements on beam.

One is the intensity in order to gain data statistics. The other one is the property of Direct

Current (DC), to minimize the accidental pile-up. The MEG experiment is being conducted in

the ⇡E5 beamline where the most intense DC µ+ beam up to 108
/s is available. The beam bunch

interval is ⇠ 20 ns (repetition rate 50.6 MHz), and is well shorter than the mean life of muon at

rest state: 2.2 µs. Therefore, the beam can be considered as DC beam. Requirements for beam

property are the small transverse size, small momentum spread and small beam contamination.

!"#$%&#$'%

()(*+,&+$

,"&'-,%.

/.0%"&-"

Figure 2.2: Top view of beam facility in PSI main experimental hall. The beam path is shown

in arrows.

2.1.1 PSI accelerator facility
In Figure 2.2, a map of PSI main experimental hall is shown. PSI provides µ+ beam with

High Intensity Proton Accelerators (HIPA) [47]. HIPA consists of three accelerators, Cockcroft-

Walton accelerator, Injector 2 cyclotron and main ring cyclotron (Fig. 2.3(a))1. The energy of

1 In operation since 1974.
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Figure 2.1 Experimental hall in PSI [44]. The beam path is shown in arrows.

summarizes the characteristics of the main ring cyclotron.

Muon production

The accelerated protons are injected into two graphite targets called target M and target E

(Fig. 2.5), which have 5mm and 40mm thickness along beam axis, respectively. In these targets,

pions are produced and subsequently muons are produced by π+ → µ+νµ decay. Pions have a

lifetime of ∼ 26 ns at the rest, which is long enough to regard the extracted muon beam as a

DC beam effectively.

πE5 beamline

πE5 beamline, where the MEG II experiment is conducted, provides the highest intensity

muon beam in the seven beamlines stretching from target E. This beamline has an angle of 166◦

with respect to the proton beam direction in order to collect surface muons with magnets, which

originate from pions stopped in a thin region of the target surface. The surface muons can be

stopped on a thin target thanks to small momenta of ∼ 28MeV/c with 5–7% (FWHM).
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Figure 2.2 Cockcroft–Walton pre-

accelerator [46].

Figure 2.3 Injector 2 [47].
Chapter 2. MEG experiment setup

proton is 590 MeV and the nominal beam current at the year 2013 was 2.2 mA.

(a) PSI proton main ring cyclotron
(b) Target E. The outermost
part is graphite target.

Figure 2.3

The proton beam is lead to a production target made of carbon graphite with 4 cm length
along beam axis. The target is shown in Fig. 2.3(b), the wheel keeps on rotating during the
operation for cooling. The surface muon is produced from decay of positive pion (⇡+ ! µ+⌫µ)
which stopped near surface of the target. The energy of µ+s is uniform (since the pion is stopped)
and spin is completely polarized. The surface muon beam is contaminated with positron, which
is needed to be removed before it reaches the MEG detector. The ⇡E5 beam line is located at
166� from the original beam, where surface muons [48] from the target are extracted with an
array of magnets. The main specification of the beam is summarized in Table 2.1.

Table 2.1: Specs of ⇡E5 beam line

Item Value
momentum center 28 MeV/c
momentum spread (FWHM) 5-7%
solid angle 150 msr
spot size (FWHM) 15 mm horizontal

20 mm vertical
angular divergence (FWHM) 450 mrad horizontal

120 mrad vertical

2.1.2 Beam transport system
Figure 2.4 shows the layout in the ⇡E5 area. The secondary beam runs through the control
magnets which consist of a chain of bending, quadrupole and sextupole magnets. An Wien filter
is equipped between two quadrupole triplets, in order to separate µ+ from the other particles
(mainly positron). In the Wien filter, horizontal 133 Gauss magnetic field and vertical 195 kV
electric field in 19 cm gap of electrodes are applied to the beam. The separation power for
muon from positron is as high as 8.1 �. The muon beam is then injected into Beam Transport
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Figure 2.4 Main ring cyclotron [44].
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Figure 2.5 Pion production target [44].

Table 2.1 Characteristics of the main ring cyclotron [48].

Injection energy 72MeV

Extraction energy 590MeV

Extraction momentum 1.2GeV/c

Beam current 2.2–2.4mA DC

Accelerator frequency 50.63MHz

Time between pulses 19.75 ns

Bunch width 0.3 ns
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Fig. 4 MEG Beam line with the πE5 channel and MEG detector system incorporated in and around the COBRA magnet

2 Beam line

2.1 MEG beam line layout

The main beam requirements for a high rate, high sensitivity,
ultra-rare decay coincidence experiment such as MEG are:

– high stopping intensity (Rµ+ = 7 × 107 s−1) on target
with high transmission optics,

– small beam spot to minimise the stopping target size,
– large momentum-byte ∆pµ+/pµ+ ∼ 7% (FWHM) with

an achromatic final focus, yielding an almost monochro-
matic beam with a high stop density for a thin target,

– minimal and well separated beam-correlated backgrounds
such as positrons from Michel decay or π0-decay in the
production target or decay particles from along the beam
line and

– minimisation of material budget along the beam line to
suppress multiple Coulomb scattering and photon pro-
duction, use of vacuum or helium environments as far as
possible.

Coupling the MEG COBRA spectrometer and LXe pho-
ton detector to the πE5 channel, which ends with the last
dipole magnet ASC41 in the shielding wall, is achieved with a
Wien-filter (cross-field separator) and two sets of quadrupole
triplet magnets, as shown in Fig. 4. These front-elements of
the MEG beam line allow a maximal transmission optics
through the separator, followed by an achromatic focus at
the intermediate collimator system. Here an optimal sep-
aration quality between surface muons and the eight-fold
higher beam positron contamination from Michel positrons
or positrons derived from π0-decay in the target and having
the correct momentum, can be achieved (see Fig. 5) [1]. The
muon range-momentum adjustment is made at the centre of
the superconducting beam transport solenoid BTS where a

Fig. 5 Measurement of the separation quality with the Wien-filter dur-
ing the 2015 Pre-Engineering Run

Mylar® degrader system is placed at the central focus to min-
imise multiple Coulomb scattering. The degrader thickness
of 300µm takes into account the remaining material budget
of the vacuum window at the entrance to the COBRA magnet
and the helium atmosphere inside, so adjusting the residual
range of the muons to stop at the centre of a 205µm thick
polyethylene target placed at 20.5◦ to the axis.

The residual polarisation of the initially 100% polarised
muons at production has been estimated by considering depo-
larising effect at production, during propagation and due to
moderation in the stopping target. The net polarisation is seen
in the asymmetry of the angular distribution of decay Michel
positrons from the target. The estimate is consistent with
measurements made using Michel positrons at the centre of
the COBRA spectrometer [89], where the energy-dependent
angular distributions were analysed. A high residual polari-
sation of Pµ+ = −0.86 ± 0.02 (stat.)+ 0.06 − 0.05 (syst.)
was found, with the single largest depolarising contribution
coming from the cloud muon content of the beam. These are
muons derived from pion decay-in-flight in and around the
target and inherently have a low polarisation due to the widely
differing acceptance kinematics. The cloud muon content in
the 28 MeV/c surface muon beam was derived from mea-
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Figure 2.6 Schematic view of the πE5 beamline and the beam transport system in the

MEG II experiment [2].
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– large momentum-byte ∆pµ+/pµ+ ∼ 7% (FWHM) with

an achromatic final focus, yielding an almost monochro-
matic beam with a high stop density for a thin target,

– minimal and well separated beam-correlated backgrounds
such as positrons from Michel decay or π0-decay in the
production target or decay particles from along the beam
line and

– minimisation of material budget along the beam line to
suppress multiple Coulomb scattering and photon pro-
duction, use of vacuum or helium environments as far as
possible.

Coupling the MEG COBRA spectrometer and LXe pho-
ton detector to the πE5 channel, which ends with the last
dipole magnet ASC41 in the shielding wall, is achieved with a
Wien-filter (cross-field separator) and two sets of quadrupole
triplet magnets, as shown in Fig. 4. These front-elements of
the MEG beam line allow a maximal transmission optics
through the separator, followed by an achromatic focus at
the intermediate collimator system. Here an optimal sep-
aration quality between surface muons and the eight-fold
higher beam positron contamination from Michel positrons
or positrons derived from π0-decay in the target and having
the correct momentum, can be achieved (see Fig. 5) [1]. The
muon range-momentum adjustment is made at the centre of
the superconducting beam transport solenoid BTS where a

Fig. 5 Measurement of the separation quality with the Wien-filter dur-
ing the 2015 Pre-Engineering Run

Mylar® degrader system is placed at the central focus to min-
imise multiple Coulomb scattering. The degrader thickness
of 300µm takes into account the remaining material budget
of the vacuum window at the entrance to the COBRA magnet
and the helium atmosphere inside, so adjusting the residual
range of the muons to stop at the centre of a 205µm thick
polyethylene target placed at 20.5◦ to the axis.

The residual polarisation of the initially 100% polarised
muons at production has been estimated by considering depo-
larising effect at production, during propagation and due to
moderation in the stopping target. The net polarisation is seen
in the asymmetry of the angular distribution of decay Michel
positrons from the target. The estimate is consistent with
measurements made using Michel positrons at the centre of
the COBRA spectrometer [89], where the energy-dependent
angular distributions were analysed. A high residual polari-
sation of Pµ+ = −0.86 ± 0.02 (stat.)+ 0.06 − 0.05 (syst.)
was found, with the single largest depolarising contribution
coming from the cloud muon content of the beam. These are
muons derived from pion decay-in-flight in and around the
target and inherently have a low polarisation due to the widely
differing acceptance kinematics. The cloud muon content in
the 28 MeV/c surface muon beam was derived from mea-
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Figure 2.7 Measurement of the separation quality with the Wien-filter [2].

Fig. 2.6 shows a schematic view of the πE5 beamline and the beam transport system in the

MEG II experiment. The muon beam is delivered to the MEG II beam transport system ad-

justing its momentum with bending magnets, quadrupoles, hexapoles and slits through the πE5

beamline. The transport system consists of the first quadrupole triplet magnet (Triplet1), a

Wien-filter (Separator), the second quadrupole triplet magnet (Triplet2), and the beam trans-

port solenoid (BTS) in this order. The muon beam contains positron contamination whose

amount is eight times higher than the muons, which is derived from the Michel decay of the

muon and the π0 decay in the target. It is separated with the separator after being squeezed

with the first magnet, which results in positrons less than 1% of muons (Fig. 2.7). After that,

the muon beam is squeezed again with the second magnet. The BTS has a role of focusing

the beam on a muon stopping target. The beam is collimated with a collimator, and then the

momenta of muons are adjusted with a 300µm-thick Mylar degrader to maximize a stopping

efficiency in the target.

2.1.2 Muon stopping target

The muon beam is injected into the muon stopping target placed at the center of the

MEG II detectors. The target needs to have a high muon stopping efficiency with low material
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Fig. 23 The optical markings on the scintillator target used to test the
photogrammetric monitoring principle

– further investigations to understand the origin of the pre-
vious MEG target distortion (e.g. radiation damage, brit-
tleness due to dry He-environment);

– measurement of the target planarity both before and after
exposure using a coordinate measuring machine with a
precision better than 50 µm;

– determination of the target frame position in the experi-
ment to a precision of ∼15µm using a laser survey tech-
nique with low-mass corner-cube reflectors mounted on
the target frame;

– photogrammetric monitoring of target position, orienta-
tion and shape. A series of printed patterns (dots) are
optically monitored by CCD cameras viewing the target
close to axially. Preliminary studies show a precision of
∼10µm in the transverse coordinate (x–y) and ∼100µm
in the axial coordinate can be achieved. The current scin-
tillator target with its printed pattern is shown in Fig. 23.

4 Cylindrical drift chamber

4.1 Cylindrical drift chamber overview

The MEG II Cylindrical Drift Chamber (CDCH) is a single
volume detector, whose design was optimized to satisfy the
fundamental requirements of high transparency and low mul-
tiple Coulomb scattering contribution for 50 MeV positrons,
sustainable occupancy (at ∼7 × 107 µ+/s stopped on tar-
get) and fast electronics for cluster timing capabilities [96].
Despite the fact that in MEG II the acceptance of the appa-
ratus is dictated by the C-shaped LXe photon detector (see
Sect. 6), CDCH has full coverage (2π in φ), to avoid non-
homogeneous and asymmetric electric fields.

The mechanical structure, shown in Fig. 24, consists of a
1.91 m long cylinder, inner radius of 17 cm and outer radius
of 29 cm. It is composed of 10 concentric layers (see Fig. 25),
azimuthally divided in 12 identical 30◦ sectors per layer, 16
drift cells wide. Each drift cell layer consists of two criss-
crossing field wires planes enclosing a sense wires plane at
alternating signs stereo angles (approximately ranging from
6.0◦ to 8.5◦ while radius increases) with respect to contigu-
ous layers for a precise reconstruction of the z-longitudinal
coordinate.

The double readout of the wires with the techniques of
charge division and of time propagation difference, together
with the ability to implement the cluster counting-timing
technique [96], will further improve the longitudinal coor-
dinate measurement.

The stereo configuration of wires gives a hyperbolic pro-
file to the active volume along the z-axis. The single drift
cell (see Fig. 25) is approximately square, 6.6 mm (in the
innermost layer) to 9.0 mm (in the outermost one) wide, with
a 20µm diameter gold plated W sense wire surrounded by
40µm diameter silver plated Al field wires in a ratio of 5:1.
For equalising the gains of the innermost and outermost lay-
ers, two guard wires layers (50µm silver-plated Al) have
been added at proper radii and at appropriate voltages. The
total number of wires amounts to 13 056 for an equivalent
radiation length per track turn of about 1.58×10−3 X0 when
the chamber is filled with an ultra-low mass gas mixture of
helium and isobutane (C4H10) in the ratio 90:10 (compared
with 2.0 × 10−3 X0 in the MEG DCH [1]). The drift cham-
ber is built by overlapping along the radius, alternatively, PC
Boards (PCB), to which the ends of the wires are soldered,
and PEEK®6 spacers, to set the proper cell width, in each of
the twelve sectors, between the spokes of the helm shaped
end-plate (see Fig. 26). A carbon fibre support structure guar-
antees the proper wire tension and encloses the gas volume.
At the innermost radius, an Al Mylar foil separates the drift
chamber gas volume from the helium filled target region.

Prototypes have been built [97] to demonstrate that the
design single hit resolution of the chamber (σr ≃ 110µm)
can be reached and the detector can be operated in the high
particle flux environment of MEG II without a significant
ageing, as detailed in Sect. 4.7.

4.2 The choice of the filling gas

CDCH uses a helium based gas mixture. The choice of helium
is very advantageous, because of its large radiation length
(X0∼5300 m at STP), which ensures a small contribution
in terms of multiple Coulomb scattering, a very important
feature in low momentum measurements.

A small amount (10%) of isobutane is required as a
quencher to avoid self-sustained discharge. Such a percent-
age is sufficient as it raises the number of primary ionisation
pairs to ∼ 13 cm−1 [98] though lowers the mixture radiation
length to X0∼1300 m. Unfortunately, the use of an organic
quencher also results in additional problems after exposure
to high radiation fluxes. The recombination of dissociated
organic molecules results in the formation of solid or liq-
uid polymers which accumulate on the anodes and cathodes,
contributing to the ageing of the chamber.

6 PolyEther Ether Ketone, a colourless organic thermoplastic polymer.
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Figure 2.8 Muon stopping target in the MEG II experiment [2].

to avoid multiple Coulomb scattering of the emitted positrons, and the production of γ-ray

backgrounds from positron bremsstrahlung or annihilation. In the MEG experiment, the

deformation of the target caused a large systematic uncertainty in the reconstructed positron

direction, which resulted in the largest systematics of 13%. Therefore, the MEG II target

must be mechanically stable. In addition, a monitoring system of the target deformation is

introduced.

In the pilot runs for the MEG II experiment, a 174µm thick plastic scintillating film was

used as a target (Fig. 2.8). It was placed 15◦ slanted from the beam axis to make an effective

thickness for the muon beam longer and that for the outgoing positron shorter. Optical markings

are printed on the target and their positions were measured with a CCD camera to monitor the

deformation.

2.1.3 Detectors

The MEG II detectors were upgraded from the MEG as discussed in Sec. 2.1. In addition, a

new detector for further background suppression is installed.

2.1.3.1 Positron spectrometer

The positron spectrometer in the MEG II experiment consists of COnstant Bending RAdius

(COBRA) superconducting magnet to bend positron tracks, a cylindrical drift chamber (CDCH)

to track positrons and a pixelated timing counter (pTC) to measure positron timings. They were

designed to satisfy the requirements to have high resolutions and a high detection efficiency, and

to be tolerant of a high background environment from Michel decays.

COBRA magnet

The COBRA magnet is a superconducting solenoid developed for the MEG experiment and

reused in the MEG II experiment. It forms a gradient magnetic field by placing coils with

different radii and wire winding densities (Fig. 2.9). The field strength is 1.27T at the center

and decreasing to 0.49T at the both ends. This gradient magnetic field is designed so that

positrons with the same momenta emitted from the target to have the same projected bending

radii independent of their emission angles (Fig. 2.10(a)). This enables us to detect positrons

with the high momenta selectively. Moreover, positrons can be swept away quickly even if they

are emitted almost perpendicularly to the beam axis because of the decreasing magnetic field
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Figure 2.9 Schematic view of the COBRA magnet [49].
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sion polar angle θe+ (see Fig. 3a), even for positrons emitted
with substantial longitudinal momentum.

The central part of the coil and cryostat accounts for
0.197 X0, thereby maintaining high transmission of signal
photons to the LXe detector outside the COBRA cryostat.
The COBRA magnet is also equipped with a pair of com-
pensation coils to reduce the stray field to the level neces-
sary to operate the photomultiplier tubes (PMTs) in the LXe
detector.

The COBRA magnetic field was measured with a com-
mercial Hall probe mounted on a wagon moving along z,
r and φ in the ranges |z| < 110 cm, 0◦ < φ < 360◦ and
0 < r < 29 cm, covering most of the positron tracking vol-
ume. The probe contained three Hall sensors orthogonally
aligned to measure Bz, Br and Bφ individually. Because the
main (axial) field component is much larger than the others,
even small angular misalignments of the other probes could
cause large errors in Br and Bφ . Therefore, only the mea-
sured values of Bz are used in the analysis and the secondary
components Br and Bφ are reconstructed from the measured
Bz using Maxwell’s equations as

Bφ(z, r,φ) = Bφ(zB, r,φ)+
1
r

∫ z

zB

∂Bz(z′, r,φ)
∂φ

dz′

Br (z, r,φ) = Br (zB, r,φ)+
∫ z

zB

∂Bz(z′, r,φ)
∂r

dz′.

The measured values of Br and Bφ are required only at
zB = 1 mm near the symmetry plane of the magnet where
the measured value of Br is minimised (|Br (zB, r,φ)| <

2 × 10−3 T) as expected. The effect of the misalignment
of the Bφ-measuring sensor on Bφ(zB, r,φ) is estimated by
checking the consistency of the reconstructed Br and Bφ with
Maxwell’s equations.

The continuous magnetic field map used in the analysis is
obtained by interpolating the reconstructed magnetic field at
the measurement grid points by a B-spline fit [11].

2.4 Drift chamber system

The DCH system [12] is designed to ensure precise mea-
surement of the trajectory and momentum of positrons from
µ+ → e+γ decays. It is designed to satisfy several require-
ments: operate at high rates, primarily from positrons from
µ+ decays in the target; have low mass to improve kinematic
resolution (dominated by scattering) and to minimise pro-
duction of photons by positron AIF; and provide excellent
resolution in the measurement of the radial and longitudinal
coordinates.

The DCH system consists of 16 identical, independent
modules placed inside COBRA, aligned in a semi-circle with
10.5◦ spacing, and covering the azimuthal region between
191.25◦ and 348.75◦ and the radial region between 19.3 and

(a)

(b)

Fig. 3 Concept of the gradient magnetic field of COBRA. The
positrons follow trajectories at constant bending radius weakly depen-
dent on the emission angle θe+ (a) and those emitted from the target
with small longitudinal momentum (θe+ ≈90◦) are quickly swept away
from the central region (b)

Fig. 4 View of the DCH system from the downstream side of the MEG
detector. The muon stopping target is placed in the centre and the 16
DCH modules are mounted in a semi-circular array

27.9 cm (see Fig. 4). Each module has a trapezoidal shape
with base lengths of 40 and 104 cm, without supporting struc-
ture on the long (inner) side to reduce the amount of material
intercepted by signal positrons. A module consists of two
independent detector planes, each consisting of two cath-
ode foils (12.5 µm-thick aluminised polyamide) separated
by 7 mm and filled with a 50:50 mixture of He:C2H6. A plane
of alternating axial anode and potential wires is situated mid-
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sion polar angle θe+ (see Fig. 3a), even for positrons emitted
with substantial longitudinal momentum.

The central part of the coil and cryostat accounts for
0.197 X0, thereby maintaining high transmission of signal
photons to the LXe detector outside the COBRA cryostat.
The COBRA magnet is also equipped with a pair of com-
pensation coils to reduce the stray field to the level neces-
sary to operate the photomultiplier tubes (PMTs) in the LXe
detector.

The COBRA magnetic field was measured with a com-
mercial Hall probe mounted on a wagon moving along z,
r and φ in the ranges |z| < 110 cm, 0◦ < φ < 360◦ and
0 < r < 29 cm, covering most of the positron tracking vol-
ume. The probe contained three Hall sensors orthogonally
aligned to measure Bz, Br and Bφ individually. Because the
main (axial) field component is much larger than the others,
even small angular misalignments of the other probes could
cause large errors in Br and Bφ . Therefore, only the mea-
sured values of Bz are used in the analysis and the secondary
components Br and Bφ are reconstructed from the measured
Bz using Maxwell’s equations as

Bφ(z, r,φ) = Bφ(zB, r,φ)+
1
r

∫ z

zB

∂Bz(z′, r,φ)
∂φ

dz′

Br (z, r,φ) = Br (zB, r,φ)+
∫ z

zB

∂Bz(z′, r,φ)
∂r

dz′.

The measured values of Br and Bφ are required only at
zB = 1 mm near the symmetry plane of the magnet where
the measured value of Br is minimised (|Br (zB, r,φ)| <

2 × 10−3 T) as expected. The effect of the misalignment
of the Bφ-measuring sensor on Bφ(zB, r,φ) is estimated by
checking the consistency of the reconstructed Br and Bφ with
Maxwell’s equations.

The continuous magnetic field map used in the analysis is
obtained by interpolating the reconstructed magnetic field at
the measurement grid points by a B-spline fit [11].

2.4 Drift chamber system

The DCH system [12] is designed to ensure precise mea-
surement of the trajectory and momentum of positrons from
µ+ → e+γ decays. It is designed to satisfy several require-
ments: operate at high rates, primarily from positrons from
µ+ decays in the target; have low mass to improve kinematic
resolution (dominated by scattering) and to minimise pro-
duction of photons by positron AIF; and provide excellent
resolution in the measurement of the radial and longitudinal
coordinates.

The DCH system consists of 16 identical, independent
modules placed inside COBRA, aligned in a semi-circle with
10.5◦ spacing, and covering the azimuthal region between
191.25◦ and 348.75◦ and the radial region between 19.3 and

(a)

(b)

Fig. 3 Concept of the gradient magnetic field of COBRA. The
positrons follow trajectories at constant bending radius weakly depen-
dent on the emission angle θe+ (a) and those emitted from the target
with small longitudinal momentum (θe+ ≈90◦) are quickly swept away
from the central region (b)

Fig. 4 View of the DCH system from the downstream side of the MEG
detector. The muon stopping target is placed in the centre and the 16
DCH modules are mounted in a semi-circular array

27.9 cm (see Fig. 4). Each module has a trapezoidal shape
with base lengths of 40 and 104 cm, without supporting struc-
ture on the long (inner) side to reduce the amount of material
intercepted by signal positrons. A module consists of two
independent detector planes, each consisting of two cath-
ode foils (12.5 µm-thick aluminised polyamide) separated
by 7 mm and filled with a 50:50 mixture of He:C2H6. A plane
of alternating axial anode and potential wires is situated mid-
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(b)

Figure 2.10 Principle of COBRA magnet [1]. (a) Positrons with the same momenta have

the same radius. (b) Positrons are swept away quickly.

(Fig. 2.10(b)). Therefore, the hit rate at the positron detectors can be suppressed.

The COBRA magnet was designed not to interfere γ-ray detection. It has a thin window with

0.197X0 thickness at the acceptance region of the γ-rays so that the signal γ-rays can penetrate

it. The PMTs used for the γ-ray detector are not operational in magnetic field, and thus the

compensation coils are placed to reduce the stray field at the location of the PMTs from the

COBRA magnet down to 50G.

Cylindrical drift chamber

A new single-volume wire drift chamber was designed to have a high transparency for the

MEG II experiment since the positron detection efficiency in the MEG experiment was low due

to the multiple Coulomb scattering at mechanical supports and electronics of the drift chamber.

It has a cylindrical shape with the inner radius of 17 cm, outer of 29 cm and the length of 191 cm

(Fig. 2.11). A low-density gas mixture of He and C4H10 is enclosed in the volume with the
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Fig. 33 The entire drift chamber with all layers mounted. The hyperbolic profile of the chamber is visible

– Spectrometer acceptance: the well known Mott cross sec-
tion permits the direct measurement of the spectrometer
acceptance.

– Independent check of the muon polarisation: the com-
parison of the Michel versus Mott θ+e -distribution, after
taking into account the θ cross-section dependence of the
Mott events, allows a cross-check of the muon polarisa-
tion at the Mott positron energy.

– Positron momentum and angular resolutions: positron
momentum and angular resolutions are extracted using
double-turn track events. The double-turn track is divided
in two independent tracks, the two tracks are propagated
towards the target and the difference between the relevant
observable (i.e. the pe+ , φe+ or θ+e variable) is computed.

As final remarks it should be noted that the high Mott
positron rate enables for a fast calibration, the method does
not require a dedicated target (i.e. the Mott target is the
MEG II muon stopping target) and does not need additional
beam infrastructures.

The potential of this method has been proven using ded-
icated beam tests performed at the πE5 beam line (i.e. the
MEG II beam line) with the MEG spectrometer in 2012.
Figure 34 shows the good agreement between the Mott e+-
line (black dot points) and the Monte Carlo (MC) simula-
tion prediction (red dashed area). The data are fitted with
a double Gaussian function: one taking into account the
core of the distribution and one the low energy tail. With
the beam momentum slits virtually “fully closed” we get a
line centred at Êe+ = (51.840 ± 0.003)MeV with a width
σ core
Ee+

= (412 ± 10) KeV.
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Fig. 34 The Mott scattered positron energy distribution in our spec-
trometer angular acceptance with a mean value at Êe+ = (51.840 ±
0.003)MeV. The comparison between data (black dot points) and MC
simulation (red dashed area) is shown

The ability of performing the spectrometer alignment and
obtaining consistent results can be seen in Table 3 which
shows a reconstructed set of Mott data taken in 2013 based
on the Michel alignment versus Mott alignment: both the
mean energy and width are compared. The two data sets are
in good agreement. The two different methods allow different
systematic errors to be identified.
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the acoustic method a periodic signal at a frequency close
to the wire resonance is measured in the readout circuit by
applying a HV difference between two adjacent wires and
by using an acoustic source to excite the wires’ oscillation.
This system has the ability of measuring simultaneously up
to 16 wires. In the electrical method the wire oscillation is
forced by applying a HV signal at a known frequency. The
mutual capacitance variation between two adjacent wires is
then measured during a HV frequency scan on an external
auto oscillating circuit connected to the wires.

The drift chamber assembly is performed in safe condi-
tions with unstretched wires: the distance between the end-
plates is fixed at 1906 mm, 6 mm less than the nominal length
(1912 mm) and 2 mm less than the untensioned wire length.
The positioning of the wire trays on the drift chamber is
done in a well-constrained way using a rocker arm, shown in
Fig. 26.

The wire tray is first engaged to the rocker arm by means
of two precision pins fitting two PCB holes and a clip. The
rocker arm is then engaged to a support that leaves it free to
rotate and transfers the wire tray on the end-plates between
two spokes. The final positioning is driven by hand though
dedicated nippers. The wire PCBs are glued on the PEEK
spacers with double sided tape previously applied on the inner
layer. The PEEK spacers are needed to separate the layers at
the right distance. Two pressing arches are used for ensuring
a good adhesion of the tape.

In Fig. 32 we show the picture of the drift chamber after
assembled the 80% of the layers, the crossing of the layers
in the two stereo views is shown in the box, while Fig. 33
shows the hyperbolic profile of the drift chamber with all
layers mounted.

4.6 Calibration and monitoring

Michel events represent the natural way to continuously and
fully characterise the spectrometer with dedicated pre-scaled
triggers. The Michel positrons at the edge of the continuous
energy spectrum are actually used to perform the alignment
of the spectrometer, to define the energy scale of the detector
and to extract all the positron kinematic variable resolutions
(energy, time and angular variable resolutions).

4.6.1 The Mott monochromatic positron beam

The continuous Michel positron spectrum makes the cali-
bration difficult and subject to significant systematic errors,
while delivering mono-energetic positrons would bring
important advantages.

Positrons are an abundant component of the MEG/MEG II
beam (eight times more intense than the µ+-surface compo-
nent, but they are normally separated and rejected). Turn-
ing the muon beam into a positron beam line and tuning

Fig. 32 A close view of an end-plate after assembling 80% of the
layers, in the insert the crossing of the layers is shown

the positron momentum very close to the µ+ → e+γ signal
energy (pe+∼53 MeV/c), a quasi-monochromatic intense
beam (σ beam

p+e
∼250, keV/c, Ie+ ∼107e+/s) can be Mott scat-

tered on the light nuclei present in the muon stopping target,
providing a very useful e+-line for a full understanding of
the spectrometer from alignment to the positron kinematic
variables’ resolution.

The merits of the method, some of them unique, can be
listed as

– Spectrometer absolute energy scale determination.
– Spectrometer alignment: the alignment is performed as

an iterative procedure on the residuals of the expected and
measured hits of the tracks. The alignment is executed
with the detector under normal running conditions (i.e.
with the magnetic field on) using curved tracks having
monochromatic energy which simplify the procedure.

– Spectrometer checks: the well known relative depen-
dence of the Mott scattered positron-momentum on the
angular variables φe+ and θ+e makes possible a detailed
investigation of the spectrometer, any distortion would
signal deviation from the expected detector behaviour.
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(b)

Figure 2.11 (a) Overview and (b) an enlarged view of the end cap of the MEG II drift chamber [2].

proportion of 90 : 10. The total radiation length is 1.58× 10−3X0 in a single turn while it was

2.0 × 10−3X0 in the MEG drift chamber. The low material budget also reduces generation of

the γ-ray backgrounds from the positron annihilation in flight.

The drift chamber consists of nine drift cell layers as shown in Fig. 2.12*1. Sense wires made

of gold plated tungsten with the diameter of 20µm are centered in each cells, and silver plated

aluminum field wires with the diameter of 40/50µm surround the sense wires. Wire planes are

slanted at alternating signs stereo angles raging from 6.0◦ to 8.5◦, which allows to reconstruct

the z-longitudinal coordinate precisely. The drift cells are almost square from 6.6mm in the

innermost layer to 8.7mm in the outermost layer. Each drift cell layer consists of two criss-

crossing field wire planes enclosing a sense wire plane.

Pixelated timing counter

A pixelated timing counter is placed outside the drift chamber and measures the positron

timings. It is composed of an upstream and a downstream sector. The timing counter for

the MEG II experiment is a highly segmented scintillation counter made of BC422 fast plastic

scintillator (Saint-Gobain). It consists of 512 small scintillator tiles (Fig. 2.13(b)), 256 tiles

for each sector, while 30 scintillator bars with the size of 40 × 40 × 800mm3 were used for

the MEG experiment (Fig. 2.13(a)). The size of the scintillation tiles is 40 × 120 × 5mm3 or

50× 120× 5mm3 depending on the position as shown in Fig. 2.14. The pileup probability can

be significantly reduced, which enables operation in a high-rate environment.

This segmented design enhances the timing resolution. The resolution of the MEG timing

counter was limited by a large variation in the optical photon path lengths due to the large

scintillator size, and thus the small dimensions of the single counter can make the timing res-

olution better. In addition, since each particle can hit multiple counters, nine hits on average

*1 This figure includes ten layers though the most outer layer was removed in the real detector.
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Figure 2.12 Drift cells configuration at the center of the drift chamber [2].

(Fig. 2.15(a)), the combined timing resolutions can be greatly better than the resolution of the

single counter; the resolution improves as σsingle
t /

√
Nhit, where σsingle

t is the timing resolution

of a single counter, which includes the intrinsic resolution of a single counter, the error in time

alignment over the counters, and the electronics jitter. Fig. 2.15(b) shows the dependence of the

combined timing resolution on the number of hits Nhit, which was measured for Michel positrons

in the pilot run. The resolution of 31 ps is achieved at Nhit = 9.

The silicon photomultiplier (SiPM) from AdvanSiD (ASD-NUV3S-P High-Gain (MEG)) is

used for the MEG II timing counter instead of the photomultiplier tube (PMT) for the MEG

because it is superior for the timing counter in the two aspects: the compactness and the high

immunity to magnetic fields; the degradation of the performance of PMTs in the magnetic field

deteriorated the timing resolution in the MEG. Each tile is readout by six series-connected

SiPMs attached to each end.

The scintillation tile is wrapped with an enhanced specular reflector (ESR) from 3M

(Fig. 2.16). An optical fiber is inserted to the scintillator tile in order to inject a synchronous

laser signal for the timing alignment between tiles.

Expected performance

The performance of the spectrometer is evaluated with MC and the expectation is summarized

in Table 2.2.

2.1.3.2 γ-ray detector

The positions, timings and energies of γ-rays were measured with a liquid xenon (LXe) γ-ray

detector in the MEG experiment. LXe of 900L was used as a scintillator and its scintillation
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(a) (b)

Figure 2.13 (a) The MEG positron timing counter [1]. (b) The MEG II positron timing counter [2].380 Page 26 of 60 Eur. Phys. J. C (2018) 78 :380

W = 50 mm

W = 40 mm

Fig. 39 Design of the downstream pTC super-module

5.3.1 Counter module design

The single counter is composed of a scintillator tile and multi-
ple SiPMs. The counter dimensions are defined by the length
(L), width (W ), and thickness (T ) of the scintillator tile and
described as L × W × T below. Multiple SiPMs are opti-
cally coupled to each W × T side of the scintillator. The
signals from the SiPMs on each end are summed up and fed
to one readout channel. The e+ impact time at each counter
is obtained by averaging the times measured at both ends.

We performed an extensive study to optimise the single
counter design, starting from a comparative study of scintil-
lator material, SiPM models, number of SiPMs per counter,
and connection scheme. Then, an optimisation of the scin-
tillator geometry was performed to find the best compro-
mise between the total resolution, detection efficiency and
required number of channels. The results are reported in
detail in [115–118] and summarised below.

5.3.1.1 Scintillator The choice of the scintillator material
is crucial to optimise the time resolution. The candidates
selected from the viewpoint of light yield, rise- and decay-
times, and emission spectrum are the ultra-fast plastic scin-
tillators from Saint-Gobain listed in Table 5. Note that the
smaller counter dimensions allow the use of such very short
rise time scintillators, which typically have short attenuation
lengths. The time resolutions were measured for all types of
scintillator and different sizes. BC-422 was found to always
give the highest time resolution for each size (tested up to
120 × 40 × 5 mm) and therefore was chosen.

Different types of reflectors such as no reflector, Teflon®

tape, aluminised Mylar® and enhanced specular reflector
(ESR) from 3M were tested to improve the light collec-

tion and hence the time resolution. The best time resolution
was obtained with ESR film, while a small worsening was
observed with Teflon tape (diffuse reflector) compared to no
reflector [115].

5.3.1.2 SiPM The photo-sensors must be sensitive to the
scintillation light in the near-ultraviolet (NUV) range.
Recently, several manufacturers have developed such NUV-
sensitive SiPMs based on ‘p-on-n’ diode structures. There-
fore, we tested a number of such NUV-sensitive SiPMs avail-
able as of 2013 from AdvanSiD (ASD), Hamamatsu Photon-
ics, KETEK, and SensL.

Before the decision of SiPM models, we first examined
the schemes of SiPM connection. In order to compensate the
small active area of SiPMs, multiple SiPMs are connected
in parallel for read-out. However, performance issues for the
parallel connection are: increase in the signal rise time and
width and increase in the parallel and series noise; both orig-
inate from the larger sensor capacitance and negatively affect
the time resolution. We have examined an alternative connec-
tion: series connection of multiple SiPMs (NSiPM = 3 − 6).7

Figure 40 shows a comparison of time resolutions between
series and parallel connections. Series connection gives bet-
ter time resolutions at all over-voltages.8 This is due to the
narrower output pulse shape because of the reduced total
sensor capacitance in the series circuit. Although the total
charge (gain) is reduced to 1/NSiPM of that of a single SiPM,
the signal amplitude (pulse height) is kept comparable (com-
pensated by the NSiPM times faster decay time). Thus, we
conclude that series connection is better for the pTC appli-
cation. We simply connect SiPMs in series on a custom print
circuit board (PCB) while we adopt a more complex way for
the MPPCs used in LXe photon detector (see Sect. 6.2.7).

For each type of SiPM, we measured the device char-
acteristics (such as dark count rate, cross-talk probability,
PDE, and temperature dependence) and the time resolution
when coupled to a scintillator. The main results are shown
in Fig. 41. The best time resolution is obtained with SiPMs
from Hamamatsu Photonics, which have the highest PDE.
This result indicates that the time resolution of our counter is
predominantly limited by the photon statistics and increas-
ing the number of detected photons is the most important and
straightforward way of improving the time resolution. Using
higher PDE SiPMs is one way.

Another way is increasing the sensor coverage by using
more SiPMs. Figure 42 shows the time resolution measured
with different numbers of SiPMs. In this study, SiPMs from
ASD were used. A clear improvement with a larger number of

7 Series connection of avalanche photodiodes was proposed and tested
in [121] and the first application to SiPMs is found in [122].
8 The over-voltage is the excess bias voltage over the SiPM breakdown
voltage. In the series connection case, it quotes over-voltage per SiPM.
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Figure 2.14 Design of the downstream timing counter. Each scintillation counter is 40mm

or 50mm wide depending on its position.

light was detected by surrounding photosensors as shown in Fig. 2.17. PMTs were used as

photosensors and those on the γ-ray entrance face were replaced with SiPMs in the MEG II.

In the MEG experiment, 846 PMTs were installed on faces of the detector. The inner face

was covered by 216 PMTs with a minimum spacing between adjacent PMTs. However, since

the photo-cathode of the PMT has a round-shape, the interval among the PMTs is 63mm

which is much larger than the diameter of the active area of the PMT, 46mm (Fig. 2.18(a)).

This non-uniform PMT coverage caused an even-by-event fluctuation in collection efficiency of

scintillation light. Fig. 2.18(b) shows the efficiency of scintillation light collection as a function

of the depth of the first interaction for the signal photon. The collection efficiency depends on

the incident position: a high efficiency if γ-rays enter in front of the PMTs (case A) and a low

efficiency otherwise (case B). This deteriorates the energy and position resolutions, especially

for shallow events. Since many γ-rays interact in the shallow region as shown in Fig. 2.19, this



Chapter 2 MEG II Experiment 35

Mean  9.281

0 5 10 15 20
Nhit

Fr
eq

ue
nc

y 
(a

.u
.)

0

0.5

1

(a)

hitN
2 4 6 8 10

R
es

ol
ut

io
n 

(p
s)

20

40

60

80

100
 / ndf 2χ  8.537 / 3

single    0.6224± 92.62 

const     3.032±     0 

 / ndf 2χ  8.537 / 3

single    0.6224± 92.62 

const     3.032±     0 

(b)

Figure 2.15 (a) Expected number of hits for a signal positron from the simulation [2]. (b)

The timing resolution measured in the pilot run 2016 as a function of the number of hits

Nhit [2]. The red curve shows the best fit by a function of σsingle/
√
Nhit ⊕ σconst.

Figure 2.16 Scintillation counters of the MEG II timing counter [2]. Each scintillator has

the size of 40, 50× 120× 5mm3. Scintillation light is read out by the six series connected

SiPMs attached to the both sides. The fiber inserted in the right scintillator is used for

the timing alignment.

fluctuation is a crucial problem.

The main upgrade of the LXe detector for the MEG II experiment is to improve this non-

uniform response by replacing the 216 PMTs on the inner face with 4092 SiPMs as shown in

Fig. 2.20. Thanks to the square shape of the photosensor, the inner face can be covered uniformly

by the sensitive area. Moreover, the higher granularity (Fig. 2.21) leads to better energy and

position resolutions of the shallow events.

The SiPM has further advantages compared to the PMTs. Its insensitivity to magnetic fields

and photoelectron counting capability enable an easier and more reliable calibration of the

detector. Less material budget in the entrance face increases the detection efficiency by 9%. Its

lower bias voltage, typically under 100V, also makes the operation easier.

In addition to the photosensor replacement, the layout of the PMTs is modified to make the

best use of them based on MC. The inner face is extended horizontally by 10% to each side

(Fig. 2.22). The PMTs on the lateral faces are tilted so that all the photo-cathodes lie in the

same plane. The extended volume and the sensor configuration reduce the effect of leakage due
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Table 2.2 Positron detector performance [50].

MEG (measured) MEG II (simulated)

Ee+ resolution (keV) 380 100

θe+ resolution (mrad) 9.4 6.7

ϕe+ resolution (mrad) 8.7 4.9

te+ resolution (ps) 107 40

vertex resolution (ze+/ye+ mm) 2.4/1.2 1.7/0.8

efficiency (%) 30 65

Figure 2.17 Overview of the LXe detector in MEG. A γ-ray enters to the inner face of the

detector and scintillation light induced by the γ-ray is detected by photosensors.

to shower fluctuations for events near the lateral walls, which improves the energy resolution

especially for those events. The PMTs on the top and the bottom faces are also rearranged to

gain uniform response for the events near the top or the bottom face (Fig. 2.23).

Geometry

Fig. 2.24 shows the overview of the LXe detector. The detector has a C-shape with six faces

called inner, outer, upstream, downstream, top and bottom face. The distance between the
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Figure 2.18 (a) Layout of the PMTs on the inner face in MEG. (b) Simulated photon

collection efficiency as a function of the conversion depth of signal γ-rays in MEG [2].
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Figure 2.19 Simulated distribution of the conversion depth for the signal γ-rays [2].

Figure 2.20 The inner face of the LXe detector for the MEG II experiment.
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Fig. 57 Efficiency of the scintillation light collection estimated by a
MC simulation as a function of the depth of the first interaction of a
signal photon of 52.8 MeV

The main concept of the upgrade of the LXe photon detec-
tor for MEG II is to reduce this non-uniform response by
replacing the PMTs on the inner face with smaller photo-
sensors. Figure 58 shows a comparison of how the same
event would look for the two cases with the current PMTs
and smaller photo-sensors (12 × 12 mm2) on the inner face.
The imaging power is greatly improved with smaller photo-
sensors. For example, two local energy deposits in the same
shower are clearly separated in this event. It turns out that both
the energy and position resolutions greatly improve espe-
cially for shallow events as shown in Sect. 6.6.

SiPMs are adopted as smaller photo-sensors for the inner
face of the MEG II LXe photon detector. The motivation for
choosing SiPM is discussed in detail in Sect. 6.2.

The PMTs which were used on the inner face of the MEG
LXe photon detector are re-used on the other faces. Detailed
MC studies show that the best use of those PMTs is achieved
by modifying the layout of the PMTs on the lateral faces.
Figure 59 illustrates the modified layout viewed on a r -z sec-
tion. The inner face extends along z, outside the acceptance
region by 10% on each side. The extended volume reduces
the energy leakage for events near the lateral walls. The PMTs
on the lateral faces are tilted such that all the photo-cathodes

Fig. 59 MEG (left) and MEG II (right) layouts of the PMTs viewed
in an r -z section

lie in the same plane. This configuration minimises the effect
of leakage due to shower fluctuations for events near the lat-
eral walls. The energy resolution is thus improved especially
for those events.

6.2 Development of VUV-sensitive MPPC

6.2.1 MPPC advantage

The MPPC® (Multi-Pixel Photon Counter), a new type of
photon counting device produced by Hamamatsu Photonics,
is a type of SiPM device. The MPPC has many excellent
features suited for the MEG II experiment. It is insensitive
to magnetic fields and is sensitive to single photons, which
enables an easier and more reliable calibration of the detec-
tor. Moreover, a finer read-out granularity of the scintillation
light with MPPCs allows for a more precise reconstruction of
shallow events. Less material budget before the LXe active
region results in a 9% higher detection efficiency, as dis-
cussed in Sect. 6.6. The typical bias voltage is less than 100
V.

6.2.2 Requirements for the LXe detector MPPCs

There are several issues to be addressed concerning the detec-
tion of LXe scintillation light by MPPCs.

The first issue is the photon detection efficiency (PDE)
for VUV light. There are two types of layer structures for
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Fig. 58 Example of scintillating light distributions detected by photo-sensors in case of (left) PMTs and (right) smaller photo-sensors (12 × 12
mm2) on the inner face for the same MC event
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Figure 2.21 Example of scintillating light distributions in MEG II (left) and MEG (right)

for the same MC event [2].

Figure 2.22 Layouts of the PMTs on the lateral faces of the LXe detector for MEG (left)

and MEG II (right) [2].
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Figure 2.23 Layouts of the PMTs on the top and the bottom faces of the LXe detector in

(a) MEG and (b) MEG II.

inner face and the beam axis Rinner is 64.84 cm for MEG II such that the detector subtends

∼11% of the solid angle. The thickness of the active volume is 38.5 cm, which corresponds to

13.8X0, to capture the whole electromagnetic shower from the signal γ-ray.

The development view with the definition of the local coordinate system is illustrated in

Fig. 2.25. A local coordinate (u, v, w) is defined to describe a position of a γ-ray vertex in the
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Figure 2.24 Overview of the LXe detector for the MEG II.

detector as

u = z,

v = tan (−y/x)×Rinner,

w =
√
x2 + y2 −Rinner,

where u and v correspond to the horizontal and vertical coordinates on the inner face, respec-

tively, and w is the depth from the inner face. The active volume of this detector, where γ-ray

hits are analyzed, is defined as |u| < 23.9 cm, |v| < 67.9 cm and 0 < w < 38.5 cm.

The detector cryostat consists of an inner and an outer vessel to keep xenon in liquid state. The

layer between the two vessels is in vacuum state to thermally insulate the inner vessel filled with

liquid xenon, and super insulation sheets are installed between the vessels to prevent a radiant

heat. An entrance window γ-rays go through is required to be thin to suppress their conversions

before the active volume. It is composed of a honeycomb-structure aluminum window covered

with a carbon fiber plate resulting in material thickness of 0.081X0 radiation length. The total

material budget of the γ-ray entrance window is 0.110X0 including that of the photosensors,

0.029X0.

Liquid xenon

Liquid xenon is used as a scintillator for several advantages. Table 2.3 summarizes its prop-

erties. Thanks to the large atomic number and high density, LXe has a high stopping power,

which allows a compact detector with a reasonable detection efficiency. The high light yield

provides a good detector resolution. The fast decay time of the scintillation is suitable for an

operation in a high pileup environment. In addition, a liquid scintillator is easier to obtain a
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Figure 2.25 Development view of the LXe detector for the MEG II. The red axises show

directions of the local coordinate on the detector.

uniform response than a crystal scintillator.

Table 2.3 Properties of LXe.

Item Value

Atomic Number 54

Density 2.953 g/cm3 [51]

Radiation length 2.872 cm [51]

Moliere radius 5.224 cm

Scintillation Wavelength (mean) 174.8± 0.1(stat.)± 0.1(syst.) nm [52]

Scintillation Wavelength (FWHM) 10.2± 0.2(stat.)± 0.2(syst.) nm [52]

Decay time (fast) 4.2 ns [53]

Decay time (slow) 22 ns [53]

Decay time (recombination) 45 ns [53]

W-value for electron 21.6 eV [54]

W-value for alpha 17.9 eV [54], 19.6 eV [55]

Refractive index (for λ = 175 nm) 1.65

Critical energy 14.5MeV [56]

Another advantage is its transparency against its own scintillation light. When a particle

deposits its energy in LXe, scintillation light is produced by the self-trapping of excited xenon

atoms (Xe∗) in two processes: direct excitation (Eq. (2.1)) and recombination of electron-ion

pair (Eq. (2.2)). They create excited atoms, which combine with a neutral ground-state Xe

atom to form the molecular dimer Xe∗∗. The dimer decays to the monatomic ground state via

emission of a vacuum ultraviolet (VUV) photon. Since the scintillation light is generated via

the excimer not via the excited xenon atom itself in LXe, the yielded light is not absorbed by
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Figure 2.26 LXe scintillation decay time for each particle [53].

LXe.

Xe∗ +Xe + Xe → Xe∗2 +Xe (2.1)

Xe∗2 → 2Xe + hν

Xe+ +Xe → Xe+2

Xe+2 + e− → Xe∗∗ +Xe

Xe∗∗ → Xe∗ + heat (2.2)

Xe∗ +Xe + Xe → Xe∗2 +Xe

Xe∗2 → 2Xe + hν

The decay of the excimer, Xe∗2 → 2Xe + hν, has two decay time constants since the excimer

has mainly two excited molecular states of singlet and triplet; the decay time of the singlet state

is much shorter than that of the triplet state. As shown in Fig. 2.26, the scintillation decay

times are different depending on particles, which can be used for a particle identification.

On the other hand, LXe has disadvantages as well. Firstly, LXe is expensive. Secondly, since

the wavelength of its scintillation light is in the VUV region, photosensors sensitive to light in

this region are required. Thirdly, the detector operation is difficult because LXe must be kept
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Figure 2.27 Phase diagram of xenon.

free from contaminations in liquid state. Fig. 2.27 shows a xenon phase diagram. To keep liquid

state, only a small temperature region is allowed around the atmospheric pressure. Therefore,

a precise temperature control is essential. Moreover, impurities in LXe results in a reduced

light yield since a oxygen or a water contamination can absorb scintillation light and a nitrogen

contamination can quench the xenon scintillation by the following process:

Xe∗2 +N2 → 2Xe + N2.

When a γ-ray is injected into material, three types of reactions occur, i.e. photoelectric absorp-

tion, Compton scattering and pair creation. Fig. 2.28 shows the cross section of xenon, which

indicates pair creation is dominant process around the energy of the γ-ray from the µ → eγ.

Fig. 2.29 illustrates the development of the electromagnetic shower when a signal γ-ray enters

the LXe detector; the γ-ray firstly converts, and a positron and an electron are emitted by the

pair creation. They fly emitting γ-rays by bremsstrahlung, and the γ-rays travel in the detector

depositing their energies by Compton scattering. The cross section of the Compton scattering

for the γ-ray of 1MeV is 0.052 cm2/g resulting in mean free path of 6.5 cm, where most of the

generated γ-rays has the energy below 1MeV. Fig. 2.30 shows the averaged shower profile along

with the transverse direction and the longitudinal direction. The shower spread is limited within

O(1) cm, which can be understood by the mean free path.

Photosensors

The photosensors for the LXe detector must be sensitive to the VUV light and operational at

the low temperature. A new type of PMT was developed for the MEG and that of SiPM for

the MEG II which fulfill these requirements. Hereafter, the properties of the photosensors are
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Chapter 2. MEG experiment setup

Figure 2.8: Phase diagram of xenon

Table 2.2: Basic properties of xenon

Item Value
Atomic Number (Z) 54
Atomic Weight 131.293
Density 2.978 g/cm3

Triple point temperature 161.405 K
Triple point pressure 0.0816 MPa
Radiation length 2.872 cm
Moliere radius 5.224 cm
Scintillation Wavelength 175 nm
Decay constant (fast) 4.2 ns
Decay constant (slow) 22 ns
Decay constant (recomb.) 45 ns
W (for ↵) 17.9 eV
W (for electron, �) 21.6 eV

scattering and pair creation are dominant. Therefore the gamma-ray around the signal energy
makes electromagnetic shower starting from the first conversion by scattering or creation.

Figure 2.9: Photon interaction in LXe as a function of photon energy [58].

Some part of the deposited energy in the liquid xenon is used to emit scintillation photon.
The scintillation photons are generated from two reaction paths [53]. The first path is excitation
as follows,

27

Figure 2.28 Photon cross section of xenon [57].
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Figure 2.29 Development of electromagnetic shower in LXe simulated with GEANT4 (ver-

sion 10.4 [58]). Particle tracks of γ-rays, positrons and electrons are shown as lines in black,

red and green, respectively. The original signal γ-ray from a muon comes from the right.

The energy deposit on each point is overlaid. The scale of the bar is in the unit of MeV.
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Figure 2.30 Shower profile from a signal γ-ray along with (a) the transverse direction and

(b) the longitudinal direction simulated with GEANT4 (version 10.4 [58]). Mean of energy

deposits in the area of 0.1 cm square over O(100) events is shown, where the first conversion

points of each event are aligned to be the origin. The scale of the bar is in the unit of MeV.

Figure 2.31 VUV-sensitive PMT (R9869) [59].

discussed.

PMT

A new PMT which satisfies the requirements was developed in collaboration with Hamamatsu

Photonics (Fig. 2.31). Table 2.4 summarizes the properties of the PMT (R9869). For the

sensitivity to the VUV light, Bialkali (K-Cs-Sb) is used as a photo-cathode and a quarts window,

which is 80% transparent for λ ∼ 178 nm, is adopted. For the operation at the low temperature,

the photo-cathode has aluminum strips to avoid the increase of the sheet resistance. In order to

stabilize the gain at high-rate environment, Zener diodes are inserted in parallel to the last two

stages of the resistive divider for twelve-step dynodes and keep a voltage around 85V (Fig. 2.32).

In total, 668 PMTs are installed in the detector: 234 on the outer face, 144 on each of the

upstream and the downstream faces, and 73 on each of the top and the bottom faces, respectively.
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Table 2.4 Properties of VUV-sensitive PMT (R9869).

Size 57mm ϕ

Active Area 45mm ϕ

PMT length 32mm ϕ

Photo-cathode material K-Cs-Sb

Dynode type Metal channel

Number of dynode 12

Typical HV 900V

Typical gain 1× 106

Typical QE 15%

Rise time 2 ns

Typical Transit time 12.5 ns

Typical Transit Time Spread 0.75 ns36 3. Detector and Setup

R19-R21 :         100kΩ  1%, 1/8W
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Figure 3.36: Divider circuit of photo-multiplier tube.

field was measured by three directions shown in Figure 3.37, because the PMTs are
mounted on six different faces. There are larger decreases on lateral faces than others but
no significant change on inner face as displayed in Figure 3.38. The measured decrease of
gains from COBRA off to on is about 10% on average and sufficiently small.
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Figure 2.32 Bleeder circuit of PMT (R9869) [60].

VUV-sensitive MPPC

Since standard SiPMs are not sensitive to VUV light, a VUV-sensitive MPPC (Multi-Pixel

Photon Counter, S10943-4372) was developed*2 for the LXe detector of the MEG II experiment

(Fig. 2.33). One MPPC package has a size of 15 × 15mm2. It consists of distinct four bare

MPPC chips with the active area of 5.95× 5.85mm2 for each. Each chip contains 13925 micro-

cells with pixel pitch of 50µm. The four chips are glued on a ceramic base with conductive

adhesive.

A high sensitivity to VUV light is achieved by optimizing the design: removing the protection

coating, optimizing the optical matching between LXe and the chip surface, and thinning down

the top contact layer. In the standard SiPMs, there is a protection layer of epoxy resin at the

surface of the sensor. This layer is removed since it disturbs VUV photons to enter the sensitive

region due to the absorption, and a 0.5mm thick VUV-transparent quartz window is mounted

*2 MPPC is the product name of SiPM device produced by Hamamatsu Photonics.
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on the package instead. There is a thin gap of 0.5mm between the window and the chips. It

is filled with LXe when the MPPC is operated in the LXe detector. The refractive index of

the quartz, 1.60, is close to that of LXe, 1.65, which reduces the reflection at the boundary.

In addition to the removement of the protection coating, the top contact later of the chip is

thinned down to reduce absorption. Even with these optimizations, VUV light can be absorbed

in the top contact later since the attenuation length of VUV light in silicon is only 5 nm, which

is still shorter than the thickness of the layer. Nevertheless, VUV light can be detected in the

way that a part of charge carriers generated in the contact later drifts to the active layer and

triggers an avalanche. To enhance this process, further improvements are applied. The dopant

concentration in the contact layer is adjusted to have a low electric field, which helps the carriers

to drift to the active layer. The processing of the contact layer is optimized to minimize the

lattice defects not to trap the carriers.

To suppress the number of readout channels, an enlargement of a sensitive area is also required

since the sensitive areas of the standard SiPMs are typically 3× 3mm2. This is realized by an

enlargement of the MPPC chip and the design that the MPPC package includes four chips. In

original, the four chips can be read out individually, but they are connected inside a PCB, which

results in the active area of 12× 12mm2 per channel. There are, however, two issues caused by

the enlargement of the chip: an increase of dark noise and a longer decay time due to a larger

capacitance. The first issue is not a problem for the LXe detector since it is caused by a thermal

excitation, and thus it can be greatly suppressed at LXe temperature. The second issue can be

solved by connecting them in series, which reduces the capacitance (Fig. 2.34). Thanks to the

large sensitive area, the inner face of the LXe detector of 0.92m2 is tiled with 4092 MPPCs with

a total active area of 0.57m2.

The performance of the VUV-sensitive MPPC was measured in LXe and proved to have an

excellent performance such as a high photon detection efficiency, a high gain, a low probability of

the optical crosstalk and the after-pulsing and a low dark count rate as summarized in Table 2.5.

The mass production of 4200 MPPCs including spares was performed by Hamamatsu Pho-

tonics, and they were produced in four batches called lot A, B, C and D. Before the installation,

all MPPCs were tested at room temperature. I-V curves were obtained to identify bad MPPCs,

and some MPPCs were removed due to strange current values. The waveforms were also mea-

sured with a pulsed LED light. Fig. 2.35 shows the measured decay time of each MPPC. The

production lot dependence was observed due to different after-pulsing probabilities. This kind of

lot dependence is also observed in the LXe detector, and so it is corrected for the reconstruction.

The MPPCs are mounted on PCB strips as shown in Fig. 2.36. Each PCB strip has 22

MPPCs, and two PCBs are installed in a line along the z-axis with 93 lines covering the inner

face of the detector. The electrode pins of the MPPCs are inserted into sockets on the PCBs

(Fig. 2.38(a)). The four MPPC chips in each package are connected in series inside a circuit of

the PCB. Instead of a simple series connection, the chips are connected with so-called hybrid

connection shown in Fig. 2.37. There are a decoupling capacitor and resistors in-between, which

enable to connect the signal line in series and the bias line in parallel. Thanks to this connection
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(a) (b)

Figure 2.33 Overview of VUV-sensitive MPPC developed for MEG II (S10943-4372,

Hamamatsu Photonics) [61].
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Figure 10: Typical waveforms for the signal with two photoelectrons (primary photoelectron

overlapped with optical cross-talk) from the VUV-MPPC with the four chips connected in

parallel (top) and in series (bottom). The VUV-MPPCs were operated in LXe.
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ible light and LXe scintillation light. The sensor was illuminated by light pulses

from a blue-LED with a constant intensity and the resolution was measured as
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Figure 2.34 Typical waveforms of the MPPC with two photoelectrons, i.e. primary single

photoelectron signal from LED overlapped with optical crosstalk. The four chips in the

MPPC are connected in (a) parallel and (b) series [61].
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Figure 2.35 Pulse decay time of each MPPC as a function of serial number [61].
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Table 2.5 Properties of VUV-sensitive MPPC (S10943-4372) [61].

Size 15× 15mm2

Effective photosensitive area 12× 12mm2

Pixel pitch 50µm

Typical HV 55V per chip

Typical gain 5× 105

Typical PDE 15%

Typical dark count rate 5Hz/mm2

Correlated noise probability < 30%

Figure 2.36 PCB for the MPPCs.

+HV
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Coaxial cable (~12m)
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Figure 2.37 Hybrid connection used for the MPPC [61].

method, the applied high voltage is smaller than the case of a simple series connection. To avoid

electric noise, a coaxial-like signal line structure is implemented in the PCBs.

The PCBs are aligned on structures made of Carbon Fiber Reinforced Plastic (CFRP), and

they are fixed on the cryostat as shown in Fig. 2.38(b). The PCBs are mounted on four separate

CFRP structures. The temperature coefficient of the CFRP is adjusted to be consistent with

that of the PCBs to meet the thermal contraction at LXe temperature. A spacer made of FR4

is inserted in the gap between the MPPCs and the PCBs to prevent LXe from filling the gap,

and another spacer is inserted between the PCB and the CFRP since the CFRP is conductive.
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• Any space between MPPC 
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Figure 2.38 MPPC support structure [62].

Xenon handling system

Fig. 2.39 shows a whole xenon control system. Besides the LXe detector cryostat, auxiliary

components are connected to control, store and purify xenon.

Since xenon has a narrow liquid state range at the operation pressure, the temperature and the

pressure of LXe must be well controlled for the safe and stable operation. A 200W pulse-tube

refrigerator [63] is mounted on the top chimney of the detector, and a heater is installed in the

detector. A 400W Gifford-McMahon (GM) refrigerator [64] is newly introduced to the MEG II

to compensate the heat from the increased number of cables. Cooling pipes with liquid nitrogen

attached to the outside of the inner vessel also contribute to cooling. The temperature is kept

with a precision of 0.1K, and the pressure is within 0.8 kPa.

There are two types of xenon storage. The 1000L storage tank stores LXe during short-term

maintenance of the LXe detector. The pressure and temperature can be controlled with an

independent liquid nitrogen cooling system. The high pressure tanks keep gaseous xenon during

long-term detector maintenance. The storage consists of eight tanks with 250L capacity and

tolerance to 8MPa pressure.

To keep the high purity of xenon, purification systems in liquid phase and gaseous phase are

used. The liquid purifier filters water with molecular sieves. The gaseous purifier can absorb

most kinds of molecules except for rare gas with a metal-heated getter.

2.1.3.3 Background detector

A radiative decay counter (RDC) is newly installed in the MEG II experiment to reduce

γ-ray backgrounds. As described in Sec. 1.2.2, the dominant background is the accidental

coincidence between a positron from Michel decay and a γ-ray from AIF and RMD. Thanks

to the reduction of the CDCH material in MEG II, γ-rays deriving from AIF is expected to

be suppressed compared to the MEG experiment. On the other hand, the number of RMD

backgrounds does not change, and the fraction of background γ-rays from RMD can be 65% for
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Figure 2.39 Xenon control system in MEG II.
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Fig. 77 Sources of the background photons (Eγ > 48 MeV) in acci-
dental background events for MEG and MEG II

Fig. 78 Schematic view of the detection of RMD with the RDC

the RMD photon background does not change. Therefore, it
is important to identify these events. According to simula-
tions, the RDC can detect ∼ 42% of the RMD photon back-
ground events (Eγ > 48 MeV), (the product of the fraction of
positrons going downstream (∼ 48%) and the RDC positron
detection efficiency (∼ 88%, see Table 8)) thus improving
the sensitivity of the µ+ → e+γ search by 15%.

The RDC will be installed downstream the µ+ stopping
target as shown in Fig. 78. A fraction of the RMD events
can be identified by tagging a low-energy positron in time
coincidence with the detection of a high energy photon in the
LXe detector. This low-energy positron of 1–5 MeV (with
Eγ > 48 MeV) follows an almost helical trajectory with
small radius around the B-field lines. Therefore, it can be
seen by a small detector with a radius of only ∼ 10 cm, placed
on the beam axis. There is an option to install a detector also
upstream, as described in Sect. 7.6.

7.2 Detector design

The red histogram in Fig. 79 shows the expected distribu-
tion of the time difference between RDC and the LXe pho-
ton detector for accidental background events (with photons
from RMD or AIF), while the blue histogram is the dis-
tribution due to µ+ → e+γ signal events. The peak in the
red histogram corresponds to the RMD events, while the flat
region in both histograms corresponds to background Michel
positrons. As the detector is placed on the beam-axis, there
are many background Michel positrons (∼107e+/s). They
can be distinguished from RMD positrons by measuring their

Fig. 79 Simulated time differences between the RDC and LXe photon
detectors for accidental background events (red) and µ+ → e+γ signal
events (blue)

Fig. 80 Expected energy distribution at the RDC for RMD events with
Eγ > 48 MeV (red) and for the Michel events (blue)

energy since they typically have higher energies as shown in
Fig. 80. Hence, the RDC consists of fast plastic scintilla-
tor bars (PS) for timing and a LYSO crystal calorimeter for
energy measurements.

Figure 81 shows a schematic view of the RDC detector:
12 plastic scintillator bars in the front detect the timing of
the positrons, and 76 LYSO crystals behind are the calorime-
ter for energy measurement. In order to distinguish RMD
positrons from Michel ones, both the PS and the LYSO
calorimeter are finely segmented. Because the background
rate is larger close to the beam axis, the width of the PS in
the central region is 1 cm while it is 2 cm at the outer part.
The size of each LYSO crystal is 2 × 2 × 2 cm3.

The PS shown in Fig. 82 consists of plastic scintillators
read out by SiPMs. The design of the PS is very similar
to that of the pTC (Sect. 5). In order to have good timing
resolution, scintillators must have a high light yield and short
rise time. BC-418 from Saint-Gobain [119] was selected as it
satisfies these requirements. The scintillation light is read out
by SiPMs at both ends of each scintillator. SiPMs are compact
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Figure 2.40 Schematic view of the RMD detection with the downstream RDC [2].

Eγ > 48MeV.

Fig. 2.40 describes a concept of the RMD detection with the RDC. Since the RMD events

with high energy γ-rays emit low energy positrons simultaneously, those events can be identified

by detecting the positrons. The low energy positrons follow an almost helical trajectories with

small radii along the beamline due to the COBRA magnetic field, and thus the RDC is placed

on the beam axis. The RDC can be installed both upstream and downstream of the target,

where 52% and 48% of the positrons are emitted, respectively.

The RMD events can be identified by taking the time coincidence between the RDC and the

LXe detector. The red histogram in Fig. 2.41 shows the simulated distribution of the time

differences between the detectors for accidental background events while the blue one is for

µ+ → e+γ signal events. The peak in the red histogram corresponds to the RMD events. There

are also flat regions in both histograms, which derive from background Michel positrons. They

can be distinguished, however, by measuring their energies since the Michel positrons have

relatively high energies as shown in Fig. 2.42.
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tions, the RDC can detect ∼ 42% of the RMD photon back-
ground events (Eγ > 48 MeV), (the product of the fraction of
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detection efficiency (∼ 88%, see Table 8)) thus improving
the sensitivity of the µ+ → e+γ search by 15%.
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from RMD or AIF), while the blue histogram is the dis-
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red histogram corresponds to the RMD events, while the flat
region in both histograms corresponds to background Michel
positrons. As the detector is placed on the beam-axis, there
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Fig. 79 Simulated time differences between the RDC and LXe photon
detectors for accidental background events (red) and µ+ → e+γ signal
events (blue)

Fig. 80 Expected energy distribution at the RDC for RMD events with
Eγ > 48 MeV (red) and for the Michel events (blue)

energy since they typically have higher energies as shown in
Fig. 80. Hence, the RDC consists of fast plastic scintilla-
tor bars (PS) for timing and a LYSO crystal calorimeter for
energy measurements.

Figure 81 shows a schematic view of the RDC detector:
12 plastic scintillator bars in the front detect the timing of
the positrons, and 76 LYSO crystals behind are the calorime-
ter for energy measurement. In order to distinguish RMD
positrons from Michel ones, both the PS and the LYSO
calorimeter are finely segmented. Because the background
rate is larger close to the beam axis, the width of the PS in
the central region is 1 cm while it is 2 cm at the outer part.
The size of each LYSO crystal is 2 × 2 × 2 cm3.

The PS shown in Fig. 82 consists of plastic scintillators
read out by SiPMs. The design of the PS is very similar
to that of the pTC (Sect. 5). In order to have good timing
resolution, scintillators must have a high light yield and short
rise time. BC-418 from Saint-Gobain [119] was selected as it
satisfies these requirements. The scintillation light is read out
by SiPMs at both ends of each scintillator. SiPMs are compact
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Figure 2.41 Simulated time differences between the RDC and the LXe detector for acci-

dental background events (red) and µ+ → e+γ signal events (blue) [2].
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energy since they typically have higher energies as shown in
Fig. 80. Hence, the RDC consists of fast plastic scintilla-
tor bars (PS) for timing and a LYSO crystal calorimeter for
energy measurements.

Figure 81 shows a schematic view of the RDC detector:
12 plastic scintillator bars in the front detect the timing of
the positrons, and 76 LYSO crystals behind are the calorime-
ter for energy measurement. In order to distinguish RMD
positrons from Michel ones, both the PS and the LYSO
calorimeter are finely segmented. Because the background
rate is larger close to the beam axis, the width of the PS in
the central region is 1 cm while it is 2 cm at the outer part.
The size of each LYSO crystal is 2 × 2 × 2 cm3.

The PS shown in Fig. 82 consists of plastic scintillators
read out by SiPMs. The design of the PS is very similar
to that of the pTC (Sect. 5). In order to have good timing
resolution, scintillators must have a high light yield and short
rise time. BC-418 from Saint-Gobain [119] was selected as it
satisfies these requirements. The scintillation light is read out
by SiPMs at both ends of each scintillator. SiPMs are compact
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Figure 2.42 Simulated energy distributions of RMD for Eγ ≥ 48MeV (red) and Michel

(blue) positrons detected by the RDC [2].

Downstream RDC

The RDC installed in the downstream side consists of a timing counter and a calorimeter as

shown in Fig. 2.43. Its geometrical acceptance to the RMD positrons emitted to downstream

side is 88%. Since the Michel positrons hit the RDC at the frequency of about 10MHz, both

the timing counter and the calorimeter are finely segmented: 12 plastic scintillator bars for the

timing counter and 76 LYSO (Cerium-doped Lutetium Yttrium Orthosilicate) crystals for the

calorimeter.

Hereafter, the designs of the timing counter and the calorimeter are described. The measure-

ments in lab for the performance evaluation are explained in Appendix A.

Timing counter

The timing counter is composed of 12 fast plastic scintillators (BC-418, Saint-Gobain) with

different sizes as shown in Fig. 2.44. The scintillators have characteristics for a high timing
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Figure 2.43 Design of the downstream RDC.

Table 2.6 Properties of BC-418 (Saint-Gobain) [66].

Light Output, %Anthracene 67

Rise Time 0.5 ns

Decay Time 1.4 ns

Wavelength of Max. Emission 391 ns

resolution with a high light yield and fast rise time as described in Table 2.6. The thicknesses of

all the scintillators are 5mm. The widths of the six scintillators at the center are 1 cm because

of a higher hit rate while those for the others are 2 cm. The lengths are 7, 11, 15 and 19 cm in

this order from an outer side. The scintillation light is read out with SiPMs (S13360-3050PE,

Hamamatsu Photonics) at both ends of each scintillator. Two or three SiPMs are used for

scintillators with 1 cm or 2 cm widths, respectively. The SiPMs have a high detection efficiency

at the wavelength of the scintillation light (Table 2.7). The SiPMs on each face are connected in

series to reduce the number of readout channels. The series connection is superior to the parallel

connection for the timing counter since a rise time of the waveform is shorter as the capacitance

of the sensor gets smaller. They are mounted on PCBs by soldering. Six SiPMs on the central

three scintillators are mounted on a single PCB together due to the limited space while others are

mounted every scintillator (Fig. 2.45). The SiPMs are coupled to the scintillators with optical

cement. The scintillators are wrapped with reflectors of aluminized mylar, and then shielded

with black sheets from Tedlar (Fig. 2.46). The timing resolution was measured to be better than

90 ps with a 90Sr source, which is good enough for the RMD detection [65].



Chapter 2 MEG II Experiment 53

380 Page 46 of 60 Eur. Phys. J. C (2018) 78 :380

Fig. 81 Schematic view of the RDC. The horizontal long plates in
front are the plastic scintillator bars, and the cubes behind are the LYSO
crystals

Fig. 82 Plastic scintillator bars of the RDC. SiPMs are connected to
the scintillator bars at both ends

and operate in high magnetic fields, and so are suitable for the
RDC having many readout channels in a limited space. The
MPPC S13360-3050PE from Hamamatsu Photonics [143]
was selected for the SiPM for PS because of its high gain and
high photon detection efficiency. In order to detect as much
scintillation light as possible, multiple SiPMs (two for the
central part and three for the outer part) are attached to both
ends of the scintillators. The SiPMs are connected in series
on the readout printed circuit boards (PCBs) to reduce the
number of readout channels and to reduce the rise time of the
signal due to the reduced capacitance. They are glued to the
scintillators by optical cement. Each scintillator is wrapped
with a 65µm thick reflective sheet (ESR from 3M) to increase
light yield and to provide optical separation as well as black
sheets of Tedlar for light shielding.

The calorimeter is made of 76 LYSO crystals (Shang-
hai Institute of Ceramics). LYSO crystals have a high
light yield (3 × 104 photon/MeV) and a short decay time
constant (42 ns). These characteristics are suitable for
the measurement of positron energy in a high rate envi-
ronment. LYSO contains the radio isotope 176Lu, which
decays to 176Hf with emission of a β− (with end-point
energy of 596 keV and half life of 3.78 × 1010 years),
followed by a cascade of 307, 202 and 88 keV γ -rays.

Fig. 83 LYSO crystals with the SiPMs attached with springs

As described in Sect. 7.4, this intrinsic radioactivity can
be used for an energy calibration. The decay rate per
crystal is measured to be small (∼ 2 kHz), therefore
not affecting the detection of positrons from RMD. Each
LYSO crystal is connected to one SiPM at the downstream
side (see Fig. 83). A SiPM with a small pixel size of
25µm (S12572-025 from Hamamatsu Photonics [144]) was
selected as it has good linearity for high intensity of inci-
dent scintillation light. The SiPM has spring-loaded con-
tact to the crystal, using optical grease, instead of being
glued. Therefore, it is possible to replace the SiPM or the
crystal.

7.3 Tests and construction in the laboratory

The characteristics of each SiPM for the PS are measured
before construction. The breakdown voltage is obtained for
each SiPM from the measurement of the current–voltage
response curve. SiPMs with the breakdown voltages close
to each other are grouped together and connected in series.
After the construction of the PS, the timing resolution of
each counter is measured to be less than 90 ps by using a
90Sr source.

The LYSO crystals are also tested individually. We mea-
sured the light yield and the energy resolution of all the crys-
tals by using a 60Co source. The energy resolution was mea-
sured to be ∼ 6% at Eγ = 1 MeV for all the crystals. In a
high rate environment, energy resolution can be worsened
by the “afterglow” effect of LYSO. Afterglow is a delayed
light emission of crystals with very long time constant (typ-
ically few hours). This effect was studied by exposing the
crystals to a 90Sr source. The increase of the current due to
afterglow was measured with the SiPMs attached to the crys-
tals. According to this measurement, the expected increase
of the current in the MEG II beam environment is estimated
to be ∼ 10µA at maximum. The influence on the energy
resolution is expected to be less than 1% at Eγ = 1 MeV.

The support structures of the PS and of the LYSO
calorimeter are constructed with non-magnetic materials
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Figure 2.44 RDC timing counter [2].

Table 2.7 Properties of SiPM (S13360-3050PE) [67].

Pixel pitch 50µm

Effective photosensitive area 3.0× 3.0mm2

Number of pixels 3600

Fill factor 74%

Peak sensitive wave length 450 nm

Figure 2.45 PCB for scintillators with a 2 cm width (left) and a 1 cm width (right).

Figure 2.46 RDC timing counter after shielding [2].
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Figure 2.47 RDC calorimeter.
Figure 2.48 LYSO crystal. Each crystal

is wrapped with the reflector.

Calorimeter

The calorimeter is composed of 76 LYSO crystals (Shanghai Institute of Ceramics) in the

shape of a 2 cm cube as shown in Fig. 2.47. Each crystal is wrapped with a 65µm thick reflector

(ESR, 3M) [68]. Table 2.8 summarizes the properties of the LYSO crystal. The LYSO crystal

has a high light yield and a short decay time constant, which are suitable for the measurement

of energy in a high rate environment. LYSO contains the radio isotope 176Lu (2.59% natural

abundance), which decays to 176Hf with emission of a β−, followed by a cascade of 307, 202 and

88 keV γ-rays (Fig. 2.49). The decay rate per crystal was measured to be small enough (∼ 2 kHz)

not to affect the RMD positron detection. The energy spectrum has a peak at 596 keV as shown

in Fig. 2.50, which can be used for the energy calibration.

Each crystal is read out with a single SiPM (S12572-25P, Hamamatsu Photonics). SiPMs with

many pixels are desirable in order to avoid the saturation of the pixels due to the high light

yield of the crystals. On the other hand, the pixel size of such SiPMs is small, and thus they

have small capacitance. This results in a worse energy resolution due to a low gain. SiPMs with

15, 25 or 50µm pitch were compared in terms of the energy resolution and linearity for incident

scintillation light, and those of 25µm pitch were selected [65]. In addition, the effect of the

saturation can be suppressed to some extent by reducing the operation voltage resulting in the

low after-pulsing and crosstalk probability. The SiPMs are mounted on PCBs with soldering.

As shown in Fig. 2.51, the PCBs have flexible branches where the SiPMs are placed. The SiPMs

are pressed against each LYSO crystal with springs and coupled using optical grease. This

removable attachment enables a replacement of the SiPMs or the crystals for maintenance. The

energy resolutions of most crystals were measured to be ∼ 6% at 1MeV with a 60Co source,

which is good enough for the background separation [69].

Support structures

The support structures for the RDC are constructed with non-magnetic materials (Fig. 2.52).

To fix the timing counter, a stainless steel plate is placed in the front of the timing counter.

The center of the timing counter is not covered to minimize the amount of material. In order



Chapter 2 MEG II Experiment 55

Table 2.8 Properties of the LYSO crystal [70].

Density 7.4 g/cm3

Radiation length 1.14 cm

Decay constant 42 ns

Emission peak 420 ns

Light yield 30000 p.h./MeV

Figure 2.49 Decay scheme of 176Lu.

Figure 2.50 Energy spectrum of the in-

trinsic radioactivity of LYSO [71].

Table 2.9 Properties of S12572-25P [72].

Pixel pitch 25µm

Effective photosensitive area 3.0× 3.0mm2

Number of pixels 14400

Fill factor 65%
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Figure 3.13: Decay scheme of 176Lu and energy spectrum of the LYSO intrinsic radioactivity
[18].

Figure 3.14: PCB in the calorimeter.

Therefore, the optical coupling of the crystals and the SiPMs need to be optimized. The detail
is described in chapter 4.3.

In order to absorb the stress of the springs (⇠2.5 kg in total), several support plates are
inserted (Figure 3.15). The material thickness has to be as small as possible between the
crystals and the timing counter. Therefore, the support plate consists of a thick Rohacell plate
(3.3 mm) and two thin carbon fiber plates (CFRP : 0.2 mm ⇥ 2). In addition, a thin aluminum
plate (0.1 mm) is inserted for the light shield of the crystals. On the other side of the crystals,
a carbon fiber plate and two Derlin plates are inserted.

The springs are fixed on a chassis (Figure 3.16). After cabling, all the cables are fixed on
the chassis not to touch the springs. For light shielding, an aluminum holder is equipped to
cover the whole calorimeter (Figure 3.17).

Figure 2.51 PCB for the RDC calorimeter. The SiPMs are mounted on the each branch

(left). The SiPMs are pressed from the backside with springs (right).

to absorb the stress of the springs (∼ 2.5 kg in total) with the minimum amount of material,

a 2mm thick Rohacell plate sandwiched with CFRP layers with a thickness of 0.2mm each is

inserted between the timing counter and the calorimeter. In addition, a 0.1mm thin aluminum

plate is inserted behind the Rohacell plate (Fig. 2.53) and the side is covered with an aluminum

frame for light shielding of the calorimeter (Fig. 2.55). Two 0.2mm plates made of Delrin R⃝ and

one CFRP plate are placed behind the calorimeter (Fig.2.54). The springs are fixed on a chassis

made of brass (Fig. 2.56). The cables are fixed on the chassis not to touch the springs (Fig. 2.57).
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Figure 2.52 Outlook of the RDC.

Figure 2.53 Rohacell plate and alu-

minum plate inserted between the timing

counter and the calorimeter.

Figure 2.54 Delrin and CFRP plates in-

serted behind the RDC calorimeter.
Figure 2.55 Aluminum frame for the

RDC calorimeter.

The backside of the calorimeter is covered with an aluminum holder for light shielding (Fig. 2.58).

The RDC is mounted on a moving arm system attached to the end-cap of the COBRA magnet

as shown in Fig. 2.59. The moving arm enables the RDC to be moved away from the beam-axis

when a calibration target for the LXe detector is inserted from the downstream side (Fig. 2.60).

It can be controlled remotely by water pistons made of plastic. The shaft is made of titanium

to work under heavy loads and other parts are made of aluminum. The position of the detector

can be monitored with two end-switches. Since the end-cap of the COBRA separates the inner

volume from the outside, SiPM signals are transmitted via feed-through PCBs attached to the

end-cap. The design of the PCB is the same as that used for the LXe detector, which is described

in Sec. 2.1.3.2.

Control system

Two thermometers (PT100) are installed in the RDC; one is near the SiPM of LYSO crystal

around the center and the other is placed outside the main frame. Signals from the sensors are

read out via the feed-through PCB.
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Figure 2.56 Springs to fix the SiPMs for

the RDC calorimeter.
Figure 2.57 Brass chassis to fix the springs.

Figure 2.58 Aluminum holder for the light shielding of the RDC calorimeter.

(a) (b)

Figure 2.59 RDC mounted on a moving arm viewed from (a) front and (b) back sides.

Compressed air is provided through the blue tube.
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(a) (b)

Figure 2.60 RDC at (a) parking position and (b) measurement position.

The moving arm is controlled by pneumatic system. When pressurized gas of 7–8 bar is

supplied to the pipes connected to the water piston, the RDC is inserted to or moved out from

the beam-axis. Compressed air is supplied as the pressurized gas source and its flow is controlled

with remote valves.

The two end-switches are the physical switches installed to monitor the position of the RDC.

One of them is placed to be on when the RDC is at the measurement position and the other is

at the parking position. Current is supplied and read out via the feed-through PCB. When the

switches are not pressed, the electric path is disconnected.

Upstream RDC

The RDC for the upstream is under development. The requirement for the detector is more

stringent than the downstream since the µ beam needs to pass the upstream RDC. Firstly,

the material thickness must be small enough not to affect the beam, and thus a calorimeter

cannot be placed. Secondly, the detector must be finely segmented and have a fast response to

distinguish the RMD positrons from beam muons. Thirdly, radiation hardness is required for

the operation under the muon beam.

Various detectors have been tested such as scintillating fibers, a diamond detector and a silicon

detector, but they cannot satisfy the requirements. A resistive plate chamber, a type of gaseous

detectors, has been investigated as a candidate, which will be described in Appendix B.

Since this thesis focuses on the downstream RDC and the performance of the upstream RDC

has not been fixed yet, only the downstream RDC is taken into account hereafter. The upstream

RDC will be installed after the development, and a further improvement of the sensitivity is

expected.

2.1.4 Trigger and data acquisition

The DAQ system is also upgraded for the MEG II experiment. In the MEG experiment, the

detector signals were actively split and then sent to the trigger and DAQ systems as shown in
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Figure 2.61 Designs of electronics for the MEG (left) and the MEG II (right) [74].

Fig. 2.61. However, due to the limited space for the electronics in the experimental area, adopting

such a scheme is impossible with the increased number of channels in the MEG II experiment

by a factor of three. Therefore, a new simplified and compact system called WaveDAQ was

developed which integrates the trigger and DAQ functionalities onto the same electronics board,

the WaveDREAM board (WDB).

The WaveDAQ crate contains the crate management board (CMB), 16 slots for WDBs and

two slots for so-called concentrator boards, the trigger concentrator board (TCB) and the data

concentrator board (DCB) as shown in Fig. 2.62. The CMB supplies power to all the boards

in the crate and manage the slow control system. The TCB generates a trigger. The DCB

configures all boards inside the crate, distributes the master clock and trigger signals, and

reads out waveform data. The whole of the system is controlled by Maximum Integration Data

Acquisition System (MIDAS) [73].

WaveDREAM boards

The WDB has multiple functions such as a signal amplification and shaping, a HV supply

and a signal digitization. Fig. 2.63 shows the schematic view of the WDB. Two DRS4 (Domino

Ring Sampling) chips [74] are connected to two 8-channel ADCs, which are read out by a Field-

Programmable Gate Array (FPGA). The output stream of the ADCs is used in the FPGA to

perform complex trigger algorithms.

The DRS4 chip digitizes input waveforms with a maximum sampling speed of 5GSPS. In

the pilot runs, the sampling frequency of 1.2GHz was used for the LXe detector and the RDC

instead of 1.4GHz planned in the physics data-taking. This is because of the trigger latency
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3 The WaveDAQ Trigger and Data Acquisition System
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Figure 3.7: Data flow and trigger signals flow in the multi-crate WaveDAQ system:
WaveDREAMs in green, TCBs in blue, DCBs in violet and Ancillary board
in red.

events, while ID code 63 is reserved to random pedestal trigger. In between increasing ID
code is assigned to looser trigger conditions used to acquire detector calibration events.
The condition ID code identify the “Trigger Type” which is used to trace back the

condition which fired the trigger. Together with the Trigger Type an progressive “Event
Number” is assigned to each event by the master TCB for unambiguous identification.

3.4 Trigger Signals Distribution

When a trigger is generated it is distributed back to all the boards through the connec-
tions marked in orange in figure 3.7: a fanout system made by custom designed Ancillary
boards (figure 3.8), placed in a dedicated crate, is used. Apart from the trigger, there
are others to be distributed:

• a copy of the main low jitter 80 MHz reference clock to be used for DRS sampling
and trigger data transmission;

71

Figure 2.62 Sketch of WaveDAQ crate with WDBs (green), DCBs (violet), TCBs (blue)

and Ancillary board (red) [75].

of ∼ 680 ns, which is reduced by replacing the ADC for the final system [75]. Fig. 2.64 shows

a readout mechanism of the DRS chip. The amplitudes of the waveforms are stored on the

1024 capacitors called DRS cells. A logic wave, so called Domino wave, opens analogue switches

at the input of the DRS cells of each channel. An on-chip phase locked loop (PLL) locks the

generation of the Domino wave to an external reference clock. The sampling is stopped when a

trigger is fired, and then the stored charges are read out by the ADCs in the order of the DRS

cells via a shift register. One DRS chip includes eight readout channels and one clock channel

as shown in Fig. 2.65.

A reference clock of 80MHz sine wave is distributed to each clock channel on DRS chips in

order to synchronize channels, which enables the precise timing alignment with offline analysis.

A sine wave is fitted to each clock waveform, and the timings of the DRS chips are aligned based

on zero-crossing times extracted by the fitting. The precision of the synchronization between

the chips was evaluated as follows; pulses were input into channels in different chips which

were divided from a single signal generated with a function generator. The pulse timings were

extracted by waveform analysis. The time jitter between the chips was given by the standard

deviation of their timing difference, which was 45 ps.

The WDB provides variable amplification and flexible shaping of a waveform. Two stage

amplifiers and a programmable attenuator are implemented on the analog frontend of the WDB,

which enable to select the gain from 0.5 to 100. The shaping is available with a programmable

pole-zero cancelation. In the pilot runs, an electronics amplifier of 2.5 was adopted for the

photosensors of the LXe detector. The signals of the RDC timing counter were amplified by a

factor of 100 and shaped with pole-zero cancellation while neither amplification nor shaping was
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Figure 2.63 Schematic view of WaveDREAM board [2].
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Figure 2.64 Mechanism of DRS4 [74].

applied to the RDC calorimeter.

The voltages for sensors up to ∼ 240V can be supplied with a Cockcroft–Walton (CW) voltage

multiplier on the WDB. Channel by channel tuning of the applied voltages is possible thanks

to a 5V digital-to-analog converter (DAC), which is mounted after the CW voltage multiplier.

The currents are measured with a precision of 1 nA.

Trigger

The trigger in the MEG II experiment is required to collect µ+ → e+γ-like events suppressing

the backgrounds by almost six orders of magnitude for the effective DAQ and the reduction

of the overall data size. The information from the pTC and the LXe detector is used for the

on-line trigger, while the signals from CDCH is not used due to its slow response. Hence, the

observables of Eγ , te+γ and Θe+γ are reconstructed on-line on the FPGA.

Eγ is reconstructed by summing up weighted waveforms over MPPCs and PMTs in the LXe

detector. The weights are defined to compensate the difference of the waveform shape between

the MPPCs and the PMTs, and the photosensor performance such as the gain and the photon

detection efficiency. Events whose amplitudes of the summed waveforms exceed a certain thresh-

old are selected as signal-like events. A veto threshold is also available to reject high energy
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If dead-time is an issue, all eight data channels can be read out
in parallel and digitized simultaneously, using modern octal ADCs
such as the AD9222 from Analog Devices, Inc. Using a special
region-of-interest readout mode, only the part of the stored
waveform of interest can be read out and digitized. The
digitization time is then n!30 ns, where n is the number of
samples of interest. For short PMT pulses of 10 ns width sampled
with 5 GSPS, the readout of all 50 samples takes then 50!30
ns¼1.5 ms, allowing for acquisition rates of several 100 kHz.

A flexible cascading scheme has been implemented, with which
one can configure the DRS4 chip to have deeper sampling depths at
the cost of fewer channels. In the extreme case, the chip can be
configured as a single channel with 8192 sampling cells. Further-
more, several DRS4 chips can be daisy-chained to form a channel
with virtually unlimited sampling depth without compromising the
bandwidth, given that the analogue signal is externally split and fed
to all channels of each chip in parallel. Another option is to have

concurrent writing and reading. The chip can be configured as a
single channel with eight analogue buffer segments of 1024 cells
each. If a trigger occurs, the next segment is activated for writing
while the previous segment is read out and digitized. For Poisson-
distributed events, this technique can reduce the dead-time of the
DAQ system significantly.

3. Application in the MEG experiment

The MEG experiment at PSI, Switzerland, uses 3000 channels
equipped with DRS chips to digitize all detector signals, including
PMTs from the calorimeter and timing counters, as well as drift
chamber anode and cathode signals. All pre-amplifiers used are
voltage sensitive, so that the original waveforms from the
detectors are preserved. This allows techniques such as shaping,
filtering and integration to be applied offline, either by software in
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Figure 2.65 Brock diagram of DRS4 chip. Eight readout channels and one clock channel

are mounted in a chip [74].

background events originating from the cosmic rays.

te+γ is reconstructed from the on-line timing of the pTC and the LXe detector using com-

parators on the WDBs coupled to each input signal with the time-of-flight correction from the

target to each detector. While being straightforward in the case of the LXe detector, the curved

tracks of positrons make it more complicated. The timing of the pTC is extracted from a single

counter placed at the most inner z of all hit counters. The correction of the track length is

applied based on the position of the counter. Since the CDCH information is unavailable, there

is an ambiguity of the number of positron turns; the time of flight can be different depending on

the number of positron turns even though the selected counter is the same as shown in Fig. 2.66.

This results in a relatively wide time window.

The pixelated design of the pTC and the higher granularity of the LXe detector give a tighter

angle constraint than that of MEG. Θe+γ is estimated by the first hit pixel of the pTC and the

peak position on the inner face of the LXe detector using a look-up table created based on a

simulation.

Thanks to the improvements in the on-line reconstruction resolutions, the trigger rate is

expected to be ∼ 10Hz, which is comparable with that of the MEG in spite of the increased

beam rate.

Not only the µ+ → e+γ trigger but also a variety of trigger logics is implemented for the

detector calibrations. Hereafter, the triggers used for this thesis are described.

EGamma trigger

The background γ-ray and the 17.6MeV γ-ray data are taken based on the on-line

reconstructed energy of the LXe detector. This trigger is fired when the amplitude of

the sum waveform exceeds a given threshold, which is generated by summing up the

waveforms of each channel with a weight given by the calibrated sensor performance.
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Figure 2.66 Time of flight of positrons to each pTC tile [76]. Clusters which derive from

the difference of the number of positron turns can be seen.

CEX trigger

The trigger for calibration data taken with the charge exchange reaction of a π− beam

(Sec. 3.1) requires the coincidence hits in the LXe detector and a reference counter.

For the LXe side, an excess of the amplitude of the sum waveform is required to obtain

high energy γ-ray events as well as the EGamma trigger. For the reference counter,

an excess of the amplitude of the sum waveform of the calorimeter part is required for

the energy measurements as well. Coincidence hits whose pulse amplitudes are higher

than a threshold in two timing counters are required for the timing measurement.

Alpha trigger

The trigger to take α events from the calibration source (Sec. 3.1) is also fired based on

the sum of the sensor waveforms, but only the PMTs around each α source wire shown

in Fig. 2.67 are used to have a better signal-to-noise ratio. To remove a contamination

from γ-rays and cosmic rays, a particle identification based on charge-to-height ratio

is also implemented.

RDC LYSO trigger

Calibration data of the RDC calorimeter uses a self-trigger of each channel, and the

trigger is fired based on the waveform amplitude of a single channel (Sec. 4.1).

Random trigger

Data can be acquired by firing the trigger at random timings, which are used to monitor

the performance of electronics such as noise level and event-by-event fluctuation of the

baseline. They are also useful to take γ-ray data without trigger bias.
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Figure 2.67 PMTs used for the alpha trigger. Only 32 PMTs around each wire are used

for the trigger [62].

2.2 Pilot runs

The commissioning of the LXe detector and the RDC have been carried out since 2017 after

the detector construction and the installation in the MEG experimental area. The configurations

of each year data-taking are summarized in this section.

2.2.1 Run configuration

Pilot run 2017

The pilot run 2017 is the first operation and data-taking with the muon beam for the LXe

detector. Data of γ-rays from the muon beam stopped on the target placed at center of the

MEG II detector was accumulated for the LXe detector and the RDC. The beam intensity was

adjusted to 3.2× 107 µ+stops/s to keep the induced current on the RDC in the dynamic range

of the readout, which has been extended since the run 2018. The construction of the CDCH

had not been finished, and so a mechanical mockup was installed instead, which had no wire,

no electronics and a thinner aluminum end-cap of 2mm thickness.

Pilot run 2018

In the pilot run 2018, the background γ-ray data from the muon beam were taken at a

reduced beam intensity of 0.7 × 107 µ+stops/s and the so-called MEG II beam intensity of 7 ×
107 µ+stops/s for the study on the background γ-ray spectrum. An unexpected hit rate and hit

position distribution were observed with the RDC, and it was found that the hit timings were

correlated to the cyclotron acceleration. This implies the beam was contaminated with positrons

which should be eliminated with the separator (Sec. 2.1.1). In order to avoid the high current

and the radiation damage, data for the RDC were taken only with the lower beam intensity.

The data suffers from an instability in terms of the monitoring the LXe detector performance

because the DAQ configuration and the beam intensity were often switched. There is another

reason that the BTS magnet was not stable due to an instability of the liquid helium supply
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from the PSI.

In addition to the background γ-rays, the 17.6MeV γ-rays from the nuclear reaction of Li

were measured to evaluate the energy resolution of the LXe detector. The position resolution

was also measured by placing a lead collimator in front of the detector.

Pilot run 2019

There was an indication of the degradation of the sensitivity to the VUV light of the SiPMs

installed in the LXe detector in the run 2018 data. Since it was difficult to conclude the

degradation due to the instability of the 2018 data, dedicated data were taken for the LXe

detector in 2019. The detector was operated under the MEG II intensity muon beam, and the

photosensor performance was often measured to monitor the degradation.

It was found that the muon beam intensity seemed to be 10–20% higher than expected, which

was suggested from the observation of the detector hit rates. This was likely due to a problem

on the beam blocker during a beam intensity measurement.

Pilot run 2020

In the pilot run 2020, the background γ-rays were measured with the LXe detector. Higher hit

rates than expected from the measured beam intensity were observed again with all the detectors,

and thus the beam intensity was tuned referring to the detector hit rates. The background γ-

ray data were accumulated at beam intensities of 1.6× 107 µ+stops/s and 7.7× 107 µ+stops/s,

which were calculated by the comparisons between the detector hit rates and the beam intensity

measured in the run 2021.

The quasi-monochromatic γ-ray of 54.9MeV using the charge exchange reaction from a π−

beam was also measured to evaluate the energy resolution and the timing resolution of the LXe

detector near the signal energy.

Run 2021

In the run 2021, all the detectors were installed and they were read out with the full electronic

channels. Although data under the muon beam were accumulated, only the noise data are used

in this thesis.

2.2.2 DAQ system

Since the full DAQ system was not available due to the delay of the development, a prototype

system was used for the data acquisition in the pilot runs [75].

The number of readout channels were limited in the pilot runs due to the lack of the WDBs,

and only a quarter of the LXe channels was read out (Table 2.10) while the RDC channels were

fully read out until the run 2020. Fig. 2.68 shows the channel assignment of the LXe detector

for each run. The readout area on the inner face was concentrated while that of the PMTs

was widely distributed. This is because local information around the γ-ray hit position on the
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entrance face is important for the reconstruction of the position and the timing, and the wide

coverage of the PMTs is required to achieve a reasonable uniformity of reconstructed energy.

Only the events in which γ-rays hit the central part of the readout area are selected in the

analysis.

Table 2.10 Number of readout channels of the LXe detector for each year.

Year number of SiPM channel number of PMT channel Typical DAQ rate

2017 704 192 ∼ 3Hz

2018 640 378 ∼ 3Hz

2019 640 378 ∼ 10–25Hz

2020 720 378 ∼ 20Hz

2021 4092 668 ∼ 6–25Hz

2.3 Detector simulation

A framework for the detector simulation is developed to gain more insight into the detector

performance and backgrounds. It consists of several steps as shown in Fig. 2.69. Firstly, events

in the simulation are generated in “gem4” based on Monte Carlo simulation software, GEANT4

(version 10.4 [58]), and interactions of particles in the detectors are simulated and recorded in

“sev” files. Then, “bartender” mixes the events of multiple event types at a certain event rate

to simulate pileup effects and the results are recorded in “sim” files. A electronics simulation is

also performed and the simulated waveforms are recorded in “raw” files with the same format

as the real data. Finally, “analyzer” analyzes the waveforms with the same algorithm as data.

The bartender and the analyzer are based on the ROME framework [77].

2.3.1 Event generation and interaction

At the event generation stage of gem4, the primary particles and their kinematics can be

specified. The event types used in this thesis are listed in Table 2.11.

The MEG II apparatus is implemented in the gem4. Physics interactions of generated particles

with materials are simulated in the framework of the GEANT4 and the hit information such as

energy deposits is recorded once the particles interact with a detector sensitive volume.

When a particle enters the scintillator part of the LXe detector, it produces electromagnetic

showers, which are also simulated by GEANT4. Based on the property of LXe (Table 2.3), scin-

tillation photons are generated at each energy deposit point of the electromagnetic shower. The

number of generated scintillation photons is calculated with the W-value considering a Poisson

fluctuation and the generation timings are given by scintillation time constants. Propagation of

scintillation photons is simulated considering an absorption by impurities, the Rayleigh scatter-

ing and a reflection on the detector material. If scintillation photons reach a sensitive volume

of a photosensor such as a photo-cathode of the PMT and a silicon surface of the MPPC, the
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Figure 2.68 Readout channels of the LXe detector in (a) the run 2017, (b) the run

2018/2019, the run 2020 and (d) the run 2021. The non-readout channels and the dead

channels are shown in gray.
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Figure 2.69 Framework of MEG II simulation software.

timings and the total number of incident photons in the volume are recorded. The fired pixel

and the incident angle of the photon are also recorded for the MPPCs to be used in the following

waveform simulation.

In the case of the RDC, such a dedicated simulation is skipped and only the hit information

in the scintillator volume is recorded.

Table 2.11 Event types in gem4.

ID Description Generated particle(s)

2 SM decay of µ e+ and γ-ray from the SM decay on the target

21 Signal γ 52.8MeV γ on the target

12 Michel decay of µ e+ from the Michel decay on the target

22 Radiative decay of µ e+ and γ from the RMD on the target

30 Muon beam µ+ injected from 564.70 cm upstream of the target *3

63 Alpha 5.5MeV α from 241Am inside LXe detector

64 CW-Li 17.6MeV γ from the target

67 π0 2γ two γ-rays from π0 decay (pπ0 = 27.62MeV) on the target

76 Uniform γ
γ-rays from the target whose energies are uniformly selected

from a certain energy range

2.3.2 Event mixing

Since the gem4 simulates a single event of a specific event type, mixing of events is necessary

to know the pileup effects. In the bartender, events of different event types can be mixed at a

certain rate. An event with pileups was generated by mixing pileup events at a random timing

assuming a Poisson distribution to a main event whose timing was fixed to zero.

*3 The generation point corresponds to just after the last magnet of Triplet2.
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2.3.3 Waveform simulation

The bartender simulates waveforms of photosensors after the event mixing based on the

recorded information in gem4.

For the waveform simulation of the LXe detector, the waveforms are generated from the single

photoelectron response of each sensor as shown in Fig. 2.70. The waveform of the MPPC is

obtained from the single photoelectron events acquired using an LED while that of the PMT is

obtained from deconvolution of γ-ray waveforms with an exponential function of the scintillation

time constant since the single photoelectron peak cannot be resolved in the charge distribution.

The MPPC characteristics are also simulated. When one pixel is fired, the crosstalk is simu-

lated by firing another pixel with a certain probability and the after-pulsing is by firing the same

pixel with certain probabilities with given time constants. Two time constants with different

probabilities are introduced for the better description of the after-pulsing [78]. The dark noise

is added with a given rate. To simulate the saturation, when more than one photon enter the

same pixel, waveforms from the second photon are reduced according to the elapsed time from

the prior photons; the posterior photons are ignored if they enter in a dead time, otherwise

amplitudes of their waveforms are reduced with a time constant. The parameters used for the

waveform simulation are summarized in Table 2.12.

For the simulation of the RDC waveforms, the waveforms are generated from the energy

deposits of the hits since optical photons are not simulated in the previous step. Both for the

timing counter and the calorimeter of the RDC, template waveforms and typical energies for

the templates are obtained from µ beam data (Fig. 2.71). The template waveforms are scaled

based on the energy deposits of the hits.

At the end of the simulations, electronics responses are simulated. A white noise is added to

reproduce the noise observed in data. The simulated waveforms are digitized by the sampling

frequency of 1.2GHz, and the waveforms outside the dynamic range of the electronics are cut.

To make the noise simulation more realistic, a method which directly uses noise data is also

implemented. The noise waveforms obtained with the random trigger without signals are added

to the simulated waveforms without the white noise. Since the noise waveforms were taken at

the sampling frequency of 1.4GHz in the run 2021, the digitization is carried out at the same

frequency for the simulation with the full readout channels.

Table 2.12 Parameters used to simulate MPPC characteristics for the LXe detector [61].

Parameters Values

Dead Time 1 ns

Recovery Time Constant 38 ns

Crosstalk Probability 0.15

After-pulsing Probability 0.1 / 0.05

After-pulsing Time Constant 5 ns / 200 ns

Dark Current Rate 500Hz
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Figure 2.70 Single photoelectron response used for the waveform simulation of the LXe

(a) MPPCs and (b) PMTs.
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Figure 2.71 Template waveforms used for the waveform simulation of the RDC (a) timing

counter and (b) calorimeter.

2.3.4 Background γ-ray

For the simulation of the background γ-rays from the muon beam, a dedicated operation is

performed since its computational cost is too high to generate enough γ-ray events from muon

decays due to a very small probability of having a high energy γ-ray from a muon decay. Firstly,

background γ-ray events are classified into three groups by their sources as follow, and events

of each group are simulated separately.

• AIF : γ-ray originating from a Michel muon decay stopped on the target. High energy

γ-rays mainly come from the annihilation in flight of Michel positrons.

• RMD : γ-ray from a radiative muon decay stopped on the target.

• DIF : γ-ray from a muon decay in flight (i.e. not on the target).

Then, the generated events are mixed with each event rate calculated from the probability to

have a hit in the LXe detector to produce the original background γ-ray event set.
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Since only γ-rays with high energy above 20MeV are important, simulations of particles below

20MeV are skipped. The phase spaces of the muon decay for the AIF and the RMD event

generation are restricted to Pe+ > 20MeV and Eγ > 20MeV, respectively. For the further

reduction, once positrons in the AIF reach more than 16 cm away from the target along beam

axis, their simulations are stopped because such positrons are found not to produce the high

energy γ-rays arriving at the LXe detector. Thanks to these reduction methods, events roughly

corresponding to one day data-taking were simulated for 50 days with 200 physical cores of the

recent CPUs as summarized in Table 2.13.

Table 2.13 Simulated number of events.

Event type The number of simulated events

AIF ∼ 1.3× 105

RMD ∼ 1.3× 106

DIF ∼ 4.8× 105

2.3.5 Pileup mixing for uniform γ-ray

The uniform γ-ray events were used to train a deep learning model for the pileup elimination

(Chap. 5). The pileup events of the uniform γ-rays were generated by mixing only a light

distribution measured with the photosensors in the LXe detector. Waveforms of an event was

digitized as a single γ-ray event, and they were converted to the number of photons of each

photosensor with waveform analysis. For the pileup events, the light distributions of the pileup

γ-rays were added to those of the uniform γ-rays.

2.4 Statistical method for µ+ → e+γ search

In the µ+ → e+γ search, the number of signal events Nsig and its confidence interval are esti-

mated with a maximum likelihood method. The likelihood function is composed of probability

density functions (PDFs) of signal, RMD and accidental background. The estimated Nsig is

converted to the branching ratio B with the normalization factor, which is given by the accumu-

lated number of muon decays. The branching ratio sensitivity is defined as the median of the

90% confidence upper limits of pseudo experiments.

2.4.1 Likelihood function

The likelihood function L for target parameters θ is given by

L(θ|X) =

Nobs∏
i

p(xi|θ), (2.3)
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where Nobs is the total number of events, xi is a set of observables of i-th event, and X is an

array of the observable sets (x1, x2, ..., xN ). The probability density function p(xi|θ) shows

the probability to find xi under a condition of θ. The best estimate θ̂ is defined such that

maximizes the likelihood function with a given set of observables.

This likelihood function can be extended to take the statistical fluctuation of Nobs in a Poisson

distribution into account, that is,

L(θ|X) =
NNobse−N

Nobs!

Nobs∏
i

p(xi|θ), (2.4)

where N is the sum of the expected numbers of events [79].

In this context, the parameters to be estimated are the expected numbers of the signal, the

RMD and the accidental background events, namely

θ = (Nsig, NRMD, Nacc). (2.5)

Then, N can be written by the sum of the numbers of the three event types:

N = Nsig +NRMD +Nacc. (2.6)

From the definition of PDF, there are relations bellow:

p(sig) + p(RMD) + p(acc) = 1, (2.7)

p(sig|xi) + p(RMD|xi) + p(acc|xi) = 1, (2.8)

where p(sig), p(RMD) and p(acc) are the PDF of signal, RMD or accidental background event,

and p(sig|xi), p(RMD|xi) and p(acc|xi) are the PDF of signal, RMD or accidental background

event after the observation of xi. From the Beyes’ theorem, the following relation is completed:

p(x|xi) =
p(xi|x)p(x)

p(xi)
, (2.9)

where x = sig, RMD or acc. Thus, the PDF can be written as

p(xi|Nsig, NRMD, Nacc) = p(xi|sig)p(sig) + p(xi|RMD)p(RMD) + p(xi|acc)p(acc). (2.10)

Since p(x) is the probability to be the event type x, they are given by

p(x) =
Nx

N
. (2.11)

Therefore, the PDF can be

p(xi|Nsig, NRMD, Nacc) =
Nsig

N
· S(xi) +

NRMD

N
·R(xi) +

Nacc

N
·A(xi), (2.12)

where S(xi), R(xi) and A(xi) are the PDF for signal, RMD and accidental background event,

respectively.

Since the NRMD and Nacc can be estimated also from the sideband of the fit region, constraints

can be added as

L(Nsig, NRMD, Nacc|X) =
e−N

Nobs!
e
− (NRMD−µRMD)2

2σ2
RMD e

− (Nacc−µacc)
2

2σ2
acc

×
Nobs∏
i=1

(NsigS(xi) +NRMDR(xi) +NaccA(xi)), (2.13)
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where µx and σx (x = RMD or acc) are the means and the uncertainties of the estimation.

2.4.2 PDF

The PDFs are defined as functions of the observables xi as

xi = (Eγ , Ee+ , te+γ , ϕe+γ , θe+γ , t
us
rdc, t

ds
rdc, E

ds
rdc). (2.14)

Eγ and Ee+ are the reconstructed energy of the γ-ray and the positron, respectively. The time

difference of the positron and the γ-ray te+γ is calculated from the measured timings considering

the propagation times from the decay vertex. The relative azimuthal and polar angles of the

flipped positron direction with reference to the γ direction (ϕe+γ , θe+γ) are calculated using the

reconstructed positions and the decay vertex. The positron timing and energy measured with

the RDC (tusrdc, t
ds
rdc, E

ds
rdc) are used to enhance the discriminant power of accidental background.

As discussed above, three types of PDF are considered: S, R and A representing signal, RMD

and accidental background, respectively.

Signal PDF

The PDF for the signal event is defined as

S(Eγ , Ee+ , te+γ , ϕe+γ , θe+γ , t
us
rdc, t

ds
rdc, E

ds
rdc|rγ ,yi) = S(te+γ |Eγ , Ee+ ,yi)

× S(Eγ |rγ)
× S(Ee+ |yi)

× S(ϕe+γ |rγ ,yi)

× S(θe+γ |rγ ,yi)

× S(tusrdc, t
ds
rdc, E

ds
rdc),

where rγ is the first conversion point of a γ-ray and yi is a set of reconstructed positron variables

such as direction, decay vertex, and tracking quality.

The signal PDF of the γ-ray energy S(Eγ) is defined by the detector response to the signal

γ-ray. It is created from the simulated energy distribution for the signal γ-ray smeared with

an additional Gaussian to match the measured energy resolution*4. The Ee+ PDF is given by

the detector response to the the signal positron. The signal PDF for the relative timing of a

positron and a γ-ray is defined by a combination of the the timing resolutions of them*5. The

angular PDFs are given by the γ-ray position resolution, the positron vertex resolution and the

positron direction resolution. The signal PDF of the RDC observables is created by the timing

and energy distribution of Michel positrons as will be discussed in Sec. 6.2.1.

*4 The signal Eγ PDF will be generated from the energy distribution for 54.9MeV γ-ray in CEX calibration

in the analysis of real data.
*5 The te+γ resolution will be evaluated with the timing coincidence hits to the detectors from the RMD in

the analysis of real data.
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RMD PDF

The PDF for the RMD event is written as

R(Eγ , Ee+ , te+γ , ϕe+γ , θe+γ , t
us
rdc, t

ds
rdc, E

ds
rdc|rγ ,yi) = R(te+γ |yi)

×R(Eγ , Ee+ , ϕe+γ , θe+γ)

×R(tusrdc, t
ds
rdc, E

ds
rdc).

The RMD PDF for te+γ is also given by the combination of the timing resolutions. The vari-

ables, Eγ , Ee+ , ϕe+γ , θe+γ , are correlated with each other, and the relation can be calculated

theoretically in the standard model. Therefore, the RMD PDF of the variables is obtained by

convoluting the theoretical spectrum with the detector response functions for each observable.

The RMD PDF for the RDC observables is the same as the signal PDF since only accidental

hits from Michel decays are expected.

Accidental background PDF

The PDF for the accidental background is defined as

A(Eγ , Ee+ , te+γ , ϕe+γ , θe+γ , t
us
rdc, t

ds
rdc, E

ds
rdc|rγ ,yi) = A(te+γ |Eγ , Ee+ ,yi)

×A(Eγ |rγ)
×A(Ee+ |yi)

×A(ϕe+γ |rγ)
×A(θe+γ |rγ)

×A(tusrdc, t
ds
rdc, E

ds
rdc|Eγ).

The te+γ distribution in accidental background events should be flat by definition, and thus its

PDF is given by a uniform distribution. The Eγ is generated from the simulated background

spectrum with the Gaussian smearing*6. At the same time, the accidental background PDF for

the RDC observables is created as a function of Eγ with the smeared spectrum to include its

energy dependence as will be discussed in Sec. 6.1.2. The other PDFs are generated based on

the resolutions of each variable.

2.4.3 Analysis Region

In this thesis, the likelihood fitting is performed in the analysis region defined as follows:

• 48MeV < Eγ < 58MeV,

• 52.2MeV < Ee+ < 53.5MeV,

• |te+γ | < 0.25 ns,

• |θe+γ | < 40mrad,

• |ϕe+γ | < 40mrad,

• −20 ns < tusrdc < 28 ns,

*6 The accidental background Eγ PDF will be generated using the timing sideband data in the analysis of

real data.
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• −20 ns < tdsrdc < 28 ns,

• 0MeV < Eds
rdc < 50MeV.

2.4.4 Normalization

Since the likelihood fitting provides the number of the signal events, it needs to be converted

with a normalization factor to obtain the branching ratio of the µ+ → e+γ decay. The normal-

ization factor k is given by the accumulated number of muon decays as Eq. (1.4). In the analysis

for the µ+ → e+γ search, it is computed from a combination of the detected number of events

for two independent datasets: Michel decay events and RMD events.

In this thesis, the nominal value of the normalization factor is estimated based on the original

DAQ plan of the MEG II experiment and the simulation at the design stage except for ϵe+ , which

was updated to be more realistic based on the observation in the pilot runs [50]. Table 2.14

summarizes the values used for the calculation. As a result, the total number of muon decays

is k = 9.38 × 1013. All of the sensitivity estimations are performed by scaling these values as

necessary.

Table 2.14 Nominal settings for the normalization of the MEG II experiment.

Variables Values

Rµ 7× 107 µ+stops/s

T Three years with 20 week data-taking per year including 84% live fraction

Ω 10.8%

ϵe+ 65%

ϵγ 69%

ϵcut 91% (same as the first half of MEG)

2.4.5 Sensitivity calculation

The branching ratio sensitivity is defined as the median of the upper limits at 90% confidence

level for pseudo experiments with a background-only hypothesis. In this thesis, the upper limit

is calculated by asymptotic formulae in which the profile likelihood ratio is approximated by the

chi-square distribution [80].

An ensemble of pseudo experiments are generated from given PDFs assuming a background-

only hypothesis; Nsig is fixed to be zero. The pseudo experiment is a statistical simulation,

which simulates a statistical behavior of observables based on their distributions and correlations

including the detector response. A fluctuation of the number of events is also simulated following

Poisson distribution with mean values of expected numbers of NRMD and Nacc. The projected

sensitivity is calculated from O(1000) pseudo experiments.
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2.5 Subject of this thesis

This thesis focuses on a suppression of γ-ray backgrounds in the MEG II experiment with

two methods: the elimination of pileup γ-rays and the identification of the background γ-

rays. The former one was achieved by developing the pileup elimination algorithms for the LXe

detector, and the latter was by introducing the RDC. Thus, the analysis and the performance of

the detectors and the background suppression methods are discussed in the following chapters.

Hereafter, statuses and updates for the two detectors are summarized, and the MEG II projected

sensitivity without any updates in this thesis is described.

2.5.1 Status and update for LXe detector

The LXe detector had been developed by the liquid xenon group of the MEG II collaboration.

Its construction was finished in 2017, and installed to the MEG experimental area followed by

the commissioning of the detector. The detector performance was measured with the muon

beam and other γ-ray sources, which are explained in Sec. 3.1.2. The position and energy

resolutions were evaluated using the data taken in 2018 and 2019, and were reported in [62],

which are summarized in Sec. 3.4 and Sec. 3.6, respectively. The timing resolution was also

measured with γ-rays from the muon beam and reported in [62]. It was updated in this thesis

using the other γ-ray source. The author contributed to the development of a reference counter

for the measurement, the timing calibration of the detector and the evaluation of the resolution

as described in Sec. 3.5.

Since an unexpected degradation of the MPPC performance was observed under the muon

beam, the radiation damage on the MPPC was investigated. The author was responsible for the

lab test, which was carried out to understand the observed degradation in the detector. The

measurements and the results are explained in Appendix C.

Since pileup γ-rays increases the number of background events in the signal energy region,

the further background suppression can be achieved by eliminating them. The algorithm used

in [62] tries to find out the pileup γ-rays by searching for the excess of a measured waveform

from a template waveform (Fig. 2.72). This method is sensitive only to the pileup γ-rays whose

hit timings are far enough from the main γ-ray since their waveforms cannot be separated from

that of the main γ-ray. The author developed a series of the pileup elimination algorithms to

deal with all of the pileups, and succeeded in achieving better performance, which is discussed

in Sec. 5.

2.5.2 Status and update for RDC

The RDC had been developed by the RDC group of the MEG II collaboration. It was tested

with the muon beam in 2016 after the construction followed by the performance measurement

with the LXe detector from 2017. The author has taken responsibility all of the operation,

calibration and performance evaluation of the RDC from 2017, which are described in Chap. 4,
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Figure 2.72 Pileup elimination by waveform for a typical waveform with pileups [62]. (a)

The original PMT waveform (black) is unfolded to three identified pulses (red, blue, and

green). (b) Chi-square of this event assuming (black) signal γ-ray, and (red) three γ-rays.

The pileups are found by searching for the excess in the chi-square.

in addition to the development of the procedure to introduce the RDC information to the

µ+ → e+γ analysis as discussed in Chap. 6. These works confirmed the background suppression

power with the RDC and the improvement of the sensitivity.

2.5.3 MEG II projected sensitivity without updates in this thesis

Here, we define the parameters used for the sensitivity calculation as the nominal setting, which

are summarized in Table 2.15. In addition to the designed beam intensity of 7× 107 µ+stops/s,

the case at a half intensity, 3.5 × 107 µ+stops/s, is calculated as a possible scenario to cope

with the PDE degradation of the LXe MPPCs. The positron resolutions are updated from the

design values based on the observations [50]. The γ-ray resolutions at the MPPC PDE of 6%

are used, and the timing resolution is assumed to be consistent with the MC expectation. The

nominal branching ratio sensitivity before applying any updates in this thesis was calculated

with the updated nominal parameters at 7 × 107 µ+stops/s; the γ-ray pileup elimination used

in [62] was applied, and the RDC was excluded. For the generation of the Eγ PDF, simulated

data with a real noise taken in 2021 were used. The sensitivity was calculated to be 7.8× 10−14

for three-year data-taking.

This value is, indeed, worse than the previously reported values in [62], i.e. 6 × 10−14. The

discrepancy partly comes from an increase of the number of high energy γ-rays resulting from

the consideration of the real noise situation; only a Gaussian white noise was included for the Eγ

PDF generation in the previous estimation*7 though there are some new observations such as a

coherent noise in reality as will be discussed in Sec. 5.3.2. Fig. 2.73 shows the energy spectra

generated with the simulated noise and the real noise. The events in 51.5–54MeV increases

by 28% due to the real noise from the simulated one. Another cause is an increase of positron

inefficiency due to the higher noise level than the original expectation: k = 1.03 × 1014 in the

*7 The performance was validated with data in the run 2019, and its consistency with the simulated noise

dataset was proved. However, only the limited channels were used in the run, which led an underestimation

of the effect of the real noise.
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Figure 2.73 Energy spectra of the simulated background γ-rays with the simulated noise

(black) and the real noise (red) after applying the elimination algorithm in [62].

past.

Table 2.15 Parameters for sensitivity calculation as the nominal setting.

Variables
Values

7× 107 µ+stops/s 3.5× 107 µ+stops/s

σpe+
100 keV/c 90 keV/c

σθe+
6.7mrad 6.2mrad

σϕe+
4.9mrad 4.7mrad

σEγ
1.7%

σuγ
2.5–8.1mm (for different wγ)

σvγ 2.5–7.4mm (for different wγ)

σwγ
2.4–13.9mm (for different wγ)

σte+γ
70 ps 68 ps

ϵe+ 65% 74%

ϵγ 69%

k 9.38× 1013 (for three years) 5.34× 1013 (for three years)



79

Chapter 3

Performance Evaluation of LXe Detector

The LXe γ-ray detector measures γ-ray energy, position and timing. This detector was de-

veloped for the MEG experiment and upgraded for the MEG II experiment in order to achieve

better performance as mentioned in Sec. 2.1.3.2. In this chapter, the descriptions of several cal-

ibration methods and sensor alignment are given firstly. Then, the performance of the detector

in terms of the position, timing and energy resolution is also discussed in this order.

3.1 Calibration

The LXe detector requires precise calibration to achieve the aimed resolutions. Therefore,

many calibration methods are developed as summarized in Table 3.1.

Table 3.1 Calibration tools for the LXe detector [2].

Category Process Energy

Charge exchange reaction π−p → π0n 55, 83MeV photons

π0 → γγ

Proton accelerator 7Li(p, γ)8Be 14.8, 17.6MeV photons
11B(p, γ)12C 4.4, 11.6, 16.1MeV photons

Neutron generator 58Ni(n, γ)59Ni 9MeV photons

Am source 241Am(α, γ)237Np 5.5MeV αs

LED blue-UV region

3.1.1 Sensor calibration

For the event reconstruction, the number of photons Npho on each photosensor is calculated

from the observed charge q as

Npho = q/Rsensor/e, (3.1)

where Rsensor is a sensor response, which must be measured correctly for the precise reconstruc-

tion.
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Figure 3.1 Installed positions of the LEDs [84].
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Figure 3.2 Installed positions of the alpha sources [84].

The response of the photosensors is calibrated using blue-light LEDs and α sources installed

in the detector as shown in Fig. 3.1 and Fig. 3.2. The LEDs on the lateral face (Toyoda Gosei

E1L49–3B1A–02. [81]) are reused from the MEG, and used for the PMTs (Fig. 3.3(a)). The

LEDs (Kingbright KA-3021QBS-D. [82]) on the outer face are newly installed for the MEG II

for the MPPCs, which are covered with a Teflon sheet to diffuse the light for a uniform light

distribution (Fig. 3.3(b)). The α sources, 241Am, are installed by being crimped on tungsten

wires with 100µm diameter as shown in Fig. 3.3(c) [83]. Five wires are stretched between the

upstream and the downstream faces, and each wire includes five sources at intervals of 12.4 cm.

The activity of the sources is 200Bq at most, which is low enough not to affect the beam data-

taking.



Chapter 3 Performance Evaluation of LXe Detector 81

(a) (b) (c)

Figure 3.3 Sensor calibration sources. (a) LEDs on the lateral face. (b) LEDs on the

outer face. (c) α source crimped on a wire.

PMT

The sensor response term of the PMTs RPMT can be written as

RPMT = Gain× CE ×QE. (3.2)

The Gain includes the sensor gain and the amplifier gain of the electronics. The QE is the

quantum efficiency, which is a probability of the incident photon conversion, and the CE is the

collection efficiency, which is a probability where the converted photoelectrons reach the active

region of the sensor.

The PMT gain is calculated using the Poisson statistics of the number of photoelectrons

observed with a PMT Nphe for a constant intensity light as

σ2
Nphe

= µNphe
+ σ2

noise, (3.3)

where σNphe
and µNphe

are the standard deviation and the mean of Nphe, respectively, and σnoise

is a noise contribution. Using this equation, the relation between the standard deviation σq and

the mean µq of the measured charge can be written as

σ2
q = Gain× (µq +Gain× σ2

noise), (3.4)

since the charge can be converted from the number of photoelectrons with q = Gain×Nphe× e.

The calibration data are taken with the LEDs changing the intensities as shown in Fig. 3.4.

The PMT gain is extracted by fitting a linear function to the mean–variance relation of the

measured charge as its slope corresponds to the objective value. The PMT gain needs to be

calibrated periodically because the value continuously decreases during the data-taking with the

µ beam probably due to the degradation of the dynode material.

The other terms of the PMT response, i.e. theQE and the CE, can be calculated by comparing

the observed charge for the scintillation light from the α sources with that of MC simulation.

The observed charge q can be written with the expected number of photons NMC
pho as
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Figure 3.4 Relation between charge mean µq and charge variance σ2
q measured with dif-

ferent LED intensities [62]. The gain is calculated from the fitted slope.

q = Gain× CE ×QE ×Npho × e, (3.5)

= Gain× CE ×QE ×NMC
pho × LY × e,

where LY is a relative level of the light yield normalized to 1 for the MC. From the direct

observation, we can know the product of the response parameters as

CE ×QE × LY = q/Gain/NMC
pho /e. (3.6)

The precision of the measurement was estimated to be 4% [85].

MPPC

Similarly to the PMTs, the sensor response term of the MPPCs RMPPC can be written as

RMPPC = Gain× PDE × ECF, (3.7)

where PDE is the photon detection efficiency. The PDE is a product of the quantum efficiency

of silicon, the avalanche initiation probability and the geometrical fill factor, which is a fraction

of the sensitive microcells over all cells. ECF is the excess charge factor.

The MPPC gain is calculated with a single photoelectron peak obtained using an LED light.

Fig. 3.5 shows an example of the measured charge distribution. The gain is extracted from

the difference between the mean of zero photoelectron and single photoelectron peaks obtained

by fitting two Gaussians. Fig. 3.6(a) shows the measured MPPC gains. The distribution is

sufficiently uniform though there is a slight lot dependence. The precision of the measurement

was estimated to be 2.5% [85].

The ECF , which is a factor to correct the measured charge for the effects of correlated noises,

is also calculated with the LED data assuming a Poisson distribution. If there is no correlated
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noise, the number of photoelectrons follows a Poisson distribution Pλ(x), where λ is the Poisson

mean. Since the number of the zero photoelectron events is not affected by the correlated noise,

λ can be obtained by a fraction of such events f0 as

f0 = Pλ(0) = e−λ. (3.8)

If there is the correlated noise, the mean of the distribution µ deviates from the expected mean,

and so the ECF can be calculated as ECF = µ/λ. Fig. 3.6(b) shows the ECFs of the MPPCs.

A large production lot dependence is observed. The precision of the measurement was estimated

to be 1.4%.

The PDE, which is defined by Nphe = Npho × PDE, is measured using the α sources by

comparing the measured number of photoelectrons with that of MC similar to the PMT as

PDE × LY = q/Gain/ECF/NMC
pho /e. (3.9)

The PDEs measured at the beginning of the run 2019 are shown in Fig. 3.7(a). The precision

of the measurement was estimated to be 3%. The average PDE is 7%, which is much lower

than that measured at the lab (∼ 15%). It is suspected that this discrepancy is caused by PDE

decrease due to the exposure to the µ beam. Fig. 3.7(b) shows the PDEs as a function of the

incident angle from each α source to each MPPC. A larger angular dependence was observed

than that expected from the reflection, which is consistent with the observation at the lab [62].

Fig. 3.8 shows the MPPC response, i.e. RMPPC × LY , to the VUV light and the visible light

averaged over all MPPCs during the run 2019. The response to the VUV light was found to

decrease by 11% correlated to the beam exposure. If the decrease comes from the gain or the

ECF, the response to visible light should decrease to the same level. However, it decreased only

by 1%, and thus that is not the case. To test the contribution of LY , the PMT response to

the VUV light except for the gain, i.e. CE × QE × LY , was also measured and the result is

shown in Fig. 3.9. It also decreased, but only by 4%, which means the degradation of the MPPC

response cannot be explained by the decrease of the xenon light yield. Therefore, it is concluded

that the degradation of the MPPC response mainly comes from the PDE. This degradation was

confirmed with other variables such as charge for background γ-rays and current measured with

the MPPCs under the µ beam [62].

Since the degradation is correlated with the beam usage, the PDE decrease can be caused by

radiation damage. The possible irradiation sources are γ-rays, neutrons and VUV photons, and

their fluence during the run 2019 are summarized in Table 3.2. Since the dose levels of the γ-ray

and the neutron are much less than the levels at which the performance of the MPPC can be

affected according to previous studies [86] [87] [88] [89] and the damage due to the VUV photon

has not been reported, the PDE degradation was unexpected.

A possible cause of the degradation is a surface damage by the VUV photon irradiation. In the

surface damage, the oxide charges are accumulated near the interface between the silicon layer

and the passivation layer, and they can distort the electric field around it. Since the collection
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efficiency for the VUV light is enhanced by the electric field as described in Sec. 2.1.3.2, it can

be affected by the distortion while that for the visible light is hardly affected.

The effect of the radiation damage was investigated at the lab. Although the degradation

observed for the MPPCs in the LXe detector was not reproduced completely, the PDE degra-

dation due to the VUV photon irradiation was observed with much slower decreasing speed as

will be described in Appendix C. The result suggests that the PDE can be saturated around

10% of the original value, which corresponds to the PDE of 2%.

If the degradation is due to the surface damage, a thermal annealing can recover the degraded

PDE by the release of the accumulated charges by the thermal excitation. The effect of the

annealing was tested for a small number of MPPCs in the LXe detector after the run 2018. LXe

was transferred to the storage tank, and the detector was filled with gaseous xenon at room

temperature during the annealing. The MPPCs were heated up by the sensor current when

they were illuminated by intense LED light. The annealing was performed for six MPPCs with

different conditions: the induced current from 17 to 24mA and the duration of 23 or 38 hours.

The temperature of the MPPCs was not directly measured, but it is expected be about 70◦C

according to a lab test performed under the same condition. Fig. 3.10(a) shows the degree of

PDE recovery for VUV light after the annealing. It was significantly recovered to the same

level observed at the lab test before installation, i.e. ∼ 17%. The dependence on the annealing

strength of the recovery was also observed, which supports it resulted from the annealing. Not

only the PDE for VUV light but also that for visible light recovered as shown in Fig. 3.10(b)

though the recovery was much smaller than that of VUV light since the PDE for visible light

was not reduced so much.

The signal amplification is useful to compensate the decreasing PDE during data-taking since

the annealing is not possible so frequently. In the original plan, the PDE of ∼ 15% is assumed,

and the amplifier is not used to avoid the signal amplitude of the MPPCs exceeding the dynamic

range of the readout, but it can be increased depending on the PDE as shown in Table 3.3.

Although the MPPC PDE can be recovered by the thermal annealing, the degradation limits

the continuous operational days without any annealing in the middle of the beam time. Fig. 3.11

shows the history of the averaged PDE on the readout MPPCs measured in the pilot runs from

2017 to 2019, and its extrapolation to the future. Since the speed of the degradation were

measured to be gradually slowing down, there is a large uncertainty in the extrapolation.

In the worst case, the PDE will be zero after a 70–100 day beam usage at the MEG II beam

intensity (7× 107 µ+stops/s) while the original plan is 120 day data-taking per year. Therefore,

detector operation to survive with reasonable performance must be considered. The following

three scenarios were considered in [62]. The first scenario is just to shorten the DAQ time per

year. The LXe detector can be operated for 60 days with a full PDE recovery at the beginning

of the year’s DAQ. The second scenario is to reduce the beam intensity by a factor of two,

which enables the detector operation for 120 days. Since the accidental backgrounds increase

according to the beam intensity, the significance Nsig/
√
NBG gets better than the first scenario.

In addition, pileup conditions are improved by the reduced beam intensity resulting in a better



Chapter 3 Performance Evaluation of LXe Detector 85

0.1− 0 0.1 0.2 0.3 0.4
e]9Charge[10

0

50

100

150

200

250

300

Ev
en
ts

Figure 3.5 Charge distribution of an MPPC obtained using a weak LED light. The red

line is a sum of fitted Gaussians [62].

background suppression performance. The third scenario is to have an annealing not only at

the begging of each year, but also during the beam time. In total, it will take about 60 days

to finish all the annealing processes, and thus the remaining 80 days can be used for the DAQ.

This results in a higher statistics and a higher PDE than the former two scenarios. These three

scenarios were compared in terms of the branching ratio sensitivity, and it was found that the

highest sensitivity is achievable with the second scenario.

To be optimistic, the PDE can be saturated around 2% based on the observation at the lab*1.

In this case, the detector is operational even at the MEG II intensity for 120 days though the

PDE is kept low after the saturation. This enables to accumulate the highest statistics in the

scenarios.

The two scenarios, the halved intensity in the pessimistic case and the MEG II intensity in

the optimistic case, are discussed in Sec. 7.3. Note that other scenarios with the intermediate

beam intensity are also possible. It can be optimized to maximize the accumulated statistics

and detector performance.

Table 3.2 Expected irradiation fluence in run 2019 corresponding to 160 hours in the

MEG II beam intensity [62].

irradiation source dose/fluence

γ 0.01Gy

VUV photon 4.6–5.8× 1010 /mm2

neutron 2.9× 106 n/cm2

*1 The PDE degradation was supposed to be saturated around 6% in an optimistic scenario in [62] based on the

observation of a lab test; saturation around 35% for the wavelength of 190 nm had been observed. However,

it was found that the saturation level is lower for the wavelength of 150–180 nm with the subsequent

measurement (Appendix C).
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Figure 3.6 (a) Gain and (b) ECF of the MPPCs at the over voltage 7V [62].
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Figure 3.7 (a) PDE of each MPPC at over voltage 7V measured at the beginning of the

run 2019 [62]. (b) MPPC VUV PDE as a function of the incident angle [84]. The individual

difference of PDE of each MPPC is corrected using the data point of the smallest incident

angle.

3.1.2 Detector calibration

Proton accelerator

A CW proton accelerator is located at the downstream side of the πE5 beamline (Fig. 3.12).

Accelerated protons are injected into a target made of Li2B4O7 placed at the center of the

COBRA magnet [48]. The nuclear reactions both of Li and B produce γ-rays: 14.8MeV

and 17.6MeVγ-ray from 7
3Li(p, γ)

8
4Be at Ep = 440 keV, and 4.4MeV and 11.7MeVγ-ray from

11
5 B(p, γ)126 C at Ep = 163 keV.

The γ-ray with 17.6MeV from the lithium excitation is used not only for the energy calibration

but also for the evaluation energy resolution of the LXe detector since its energy spread is small

enough (12 keV). The other γ-ray with 14.8MeV is not used due to the large decay width and

the overlap with a lower energy tail of the 17.6MeV peak. From the boron excitation, γ-rays of
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Figure 3.8 Averaged MPPC response to the VUV light from the α sources (blue) and the

visible light from the LEDs (red) during the run 2019 (upper), and the accumulated beam

usage (lower) [62]. The values are normalized by the first measurement points.
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Figure 3.9 Averaged PMT response to the VUV light from the α sources divided by the

gain, i.e. CE ×QE × LY , during the run 2019 [62].

4.4MeV and 11.7MeV are emitted simultaneously, which can be used for timing alignment of

the LXe detector and the pTC.

CEX

The Charge EXchange reaction (CEX) of π− on proton is used to calibrate energy and timing

and to evaluate the performance with quasi-monochromatic γ-rays with energies near the signal

γ-ray energy. A π− beam with the momentum of 70.5MeV/c is injected into a liquid hydrogen

target, and then π0 produced by the CEX immediately decays to two γ-rays as



Chapter 3 Performance Evaluation of LXe Detector 88

MPPC id

0.8

1

1.2

1.4

1.6

1.8

2

2.2

 V
U

V
 P

D
E

 r
e
c
o
v
e
ry

 b
y
 a

n
n
e
a
lin

g
.

Not annealed 2802 2712 2672 2789 2700 2658

(a)

MPPC id

0.8

1

1.2

1.4

1.6

1.8

2

2.2

 V
is

 P
D

E
 r

e
c
o
v
e
ry

 b
y
 a

n
n
e
a
lin

g
.

Not annealed 2802 2712 2672 2789 2700 2658

(b)

Figure 3.10 Recovery of the PDE (a) for VUV light, (b) for blue LED light due to the

annealing [62]. Non-annealed MPPCs are also shown for comparison. The MPPC ids in

the x-axis are in an ascending order of the annealing strength. The error bar of the non-

annealed MPPCs shows the 1σ spread of the PDE ratio distribution of the non-annealed

MPPCs.

Table 3.3 Amplifier gain to be used for different PDEs.

PDE amplifier gain

8% < PDE ≤ 22% 1

4% < PDE ≤ 8% 2.5

2% < PDE ≤ 4% 5

0% < PDE ≤ 2% 10

π− + p → π0 + n → γ + γ + n. (3.10)

The γ-rays are emitted back-to-back with the energy of 67.5MeV in the rest frame of the π0:

Erest
γ =

mπ0

2
≃ 67.5MeV. (3.11)

In the laboratory frame, they are boosted by π0 momentum and their energies can be written

by

Eγ =
mπ0

2
γ(1± βcosθrest), (3.12)

where β is the velocity of the π0 (≃ 0.2), γ is the Lorentz factor and θrest is the emission angle

in the rest frame. Therefore, the γ-ray energy ranges from 54.9MeV to 82.9MeV depending on

the angle. The quasi-monochromatic γ-rays of 54.9MeV and 82.9MeV are available by selecting

back-to-back events. The energy spread can be narrower than 0.2% if the events with opening

angle above 175◦ are selected, which is sufficient to measure the energy resolution of 1%.
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Figure 3.11 Measured PDE history measured in the pilot runs from 2017 to 2019, and its

extrapolation. The x-axis is the usage time of the MEG II beam. Blue band shows a linear

extrapolation of the 9± 2% degradation observed in the run 2019 [62].

Figure 3.12 Location of the CW proton accelerator [90].

In order to select such events, a reference counter is placed in the opposite side of the LXe

detector (Fig. 3.13). It is composed of a timing counter and a calorimeter. The calorimeter

consists of a 4× 4 arrayed Bismuth Germanium Oxide (BGO) crystals sized 46× 46× 200mm3

(Fig. 3.14(a)). Each crystal is read out with a PMT (H8409-70, Hamamatsu Photonics) attached

on the back (Fig. 3.14(b)). The timing counter is placed in front of the calorimeter (Fig. 3.15).

It consists of two plastic scintillator counters, which are placed to be orthogonal to each other,

and a lead converter with 4mm thickness placed in front of them. The thickness of the converter

was optimized to maximize the efficiency based on the simulation. The scintillators (EJ-230) are

sized 80× 175× 5mm3, and read out with 16 SiPMs (S13360-3050PE, Hamamatsu Photonics)

coupled to each side. To reduce the number of readout channels, the adjacent four SiPMs are

connected in series, and thus 16 channels are read out in total.

The reference counter is mounted on a mover to scan the whole LXe detector acceptance
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Figure 3.13 Overview of the CEX measurement.

(a) (b)

Figure 3.14 BGO calorimeter for CEX calibration [44]. (a) 16 crystals are installed in a

detector holder. (b) Each BGO crystal is read out with a PMT.

(Fig. 3.16). It can be moved in ϕ (vertical) and z (horizontal) directions, and rotated in order

to face the liquid hydrogen target.

In the run 2020, the CEX data-taking was performed. The LH2 target was installed to z ∼ 7 cm

due to a mechanical conflict though it would be the center. The position of the reference counter

was shifted by 7 cm accordingly. In this thesis, only the timing calibration and resolution are

discussed with the CEX data.

3.2 Alignment of MPPCs

The γ-ray hit position is reconstructed using the detected charge distribution and the positions

of MPPCs, and thus the MPPCs must be well aligned. In order to achieve the aimed position
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Figure 3.15 Timing counter for CEX calibration.

Figure 3.16 Mover for the reference counter. The arrows shows the degree of freedom [44].

resolution of 2mm, a precision of 0.5mm is required for the measurement of the MPPC positions.

This was realized by combining two independent measurements.

3.2.1 Measurement with laser scanner

The surfaces of the installed MPPCs were surveyed with a three-dimensional laser scanner

(FARO Edge ScanArm) during the detector construction (Fig. 3.17(a)). Edges of MPPC chips

and MPPC packages can be seen in the data as shown in Fig. 3.17(b). The gaps between the
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four chips were fitted, and the position and the normal vector of each MPPC were reconstructed.

Since the space between the inner and the outer faces of the cryostat is limited, the data quality

only for ∼10% of MPPCs was good enough to reconstruct the positions. Therefore, those of the

other MPPCs were interpolated by the reconstructed ones assuming the MPPCs on the same

CFRP are well aligned with a good precision.

3.2.2 Measurement with γ-rays

Since the positions of the MPPCs are affected by the thermal contraction of the PCBs and the

CFRPs, a complementary measurement was performed at the LXe temperature. The γ-rays of

120 keV from a 57Co (Fig. 3.18(a)) were injected into the LXe detector and interact with the LXe

within 3mm. The γ beam was collimated with a brass collimator to be a size of 1.5 × 40mm2

on the MPPC surface. The whole inner face of the LXe detector was scanned by changing

the position and the direction of the beam with moving stages. The movement was monitored

with an optical laser and a bubble level [91], which enables to align the beam with precisions of

30µm in z and 80µm in ϕ direction. Since the scintillation light is localized thanks to the short

attenuation length for 120 keV γ-ray, an excess of the event rate can be observed when a γ-ray

hits above the MPPC (Fig. 3.18(b)), from which the MPPC position is reconstructed.

3.2.3 Combined analysis

A three-dimensional position of each MPPC at the LXe temperature was calculated by combin-

ing the two measurements; the laser scanner measurement provides a three-dimensional position

at room temperature, and the γ-ray measurement provides a two-dimensional position at the

LXe temperature. The reconstructed position in the γ-ray measurement was fitted by the mea-

sured position with the laser scanner x⃗laser with a transformation, Euler rotation R(α, β, γ) and

offset c⃗offset, and a thermal contraction a as

x⃗′
laser = (1− a)R(α, β, γ)x⃗laser + c⃗offset.

The fitted thermal contraction rate was found to be consistent with that of the detector material

(16 ppm/K). The fitted laser positions and the γ-ray positions were in agreement within an

accuracy of 0.3mm, which fulfills the requirement of 0.5mm.

The results suggest that the MPPCs deviate from the designed positions from −4.1mm to

+0.3mm along with the r direction and −3.1mm to +0.5mm along with the z direction mainly

due to a curvature of the CFRPs (Fig. 3.19). In this thesis, the correction was not applied, but

the effect is limited since only a part of channels, which concentrate in the center of one CFRP,

is used.
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Figure 3.17 (a) MPPC position measurement by a laser scanner [91]. (b) Example of

measured MPPC surface by laser scanner [84]. Color shows the coordinate of perpendicular

direction. The red region corresponds to the ceramic package of each MPPC, and the blue

region corresponds to the gap between four chips on a package (Fig. 2.33).
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Figure 3.18 (a) Apparatus for MPPC alignment with γ-rays [84]. (b) The γ-ray event

rate of an MPPC as a function of z position of the beam [91].

3.3 Waveform analysis

Signals of the photosensors are recorded with the waveform digitizer. Fig. 3.20 shows typical

waveforms of the LXe detector for a γ-ray event. The information of the signals such as timings

and charges is extracted by analyzing them.

The pulse timing is defined by the timing when the waveform crosses a certain threshold

voltage given by the product of the signal amplitude and a constant fraction. This method

has an advantage of the time walk suppression compared to using a constant threshold. The

constant fraction is optimized to have the best timing resolution for the MPPCs and the PMTs,

individually. The resolution can be better with a lower threshold due to the smaller statistical

fluctuation for the first arriving photon timing while it can be more sensitive to the noise and

the transit time spread. The optimal fraction was measured to be 5% for the MPPCs and 10%

for the PMTs.
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Figure 3.19 Deviation of MPPC positions from the design along with (a) r and (b) z

directions. The four gaps along with the x-axis are due to the different CFRPs. The

central slit along with the y-axis in (b) is due to the different PCBs.

Since the timing extraction is sensitive to high frequency noises, a noise reduction algorithm

is appleid to the original waveform. Such noises come from the system clock of the readout

electronics, they are synchronized to the phase of the clock. Therefore, they can be reduced by

subtracting template waveforms generated using random trigger events. For further reduction,

a moving average filter of adjacent three points is also applied for the MPPC waveforms. The

application of the digital lowpass filter is a trade-off between a reduction of the high frequency

noise and a smearing of the sensor waveforms, and thus the strength of this filter was optimized

to get the best timing resolution.

The charge of each photosensor is obtained by integrating each waveform over 300 ns around

a common reference timing. The reference timing is extracted from a sum waveform of the

MPPCs based on the constant fraction method. The baseline is calculated by taking a mean of

amplitudes before the charge integration region. The charges are converted to the number of

photons using the calibration parameters.
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Figure 3.20 Typical waveforms of (a) MPPC and (b) PMT. Each color in (a) corresponds

to each production lot: Lot A (black), Lot B (red), Lot C (green) and Lot D (blue).

The variety of the MPPC waveforms comes from the different correlated noise probability

(Sec. 2.1.3.2).

3.4 Position resolution

The hit position of the γ-ray is reconstructed using the light distribution on the inner face,

and thus the improved granularity thanks to the replacement of the PMTs on the inner face

to the MPPCs is expected to make the position resolution for the shallow events better. This

was verified by taking γ-ray data with a collimator and comparing the reconstructed position

distribution with MC.

3.4.1 Position reconstruction

The position of the γ-ray conversion is reconstructed from the light distribution on the inner

face. Firstly, initial position is computed from the mean of MPPC positions weighted by the

detected number of photons Npho. Then, a fitting is performed to minimize the difference

between the detected number of photons and the expected one from the solid angle Ω of each

MPPC from the γ-ray hit position x⃗ assuming the scintillation photons are isotropically emitted

from one point as

χ2 :=
∑

MPPC

(
Npho − C × Ω(x⃗)

σ(Npho)

)2

,

where C is a normalization of the light distribution, which is estimated in the fitting as a

nuisance parameter. σ(Npho) is the uncertainty of the Npho of each channel, which is given by

the statistical fluctuation of the number of photoelectrons as
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Figure 3.21 (a) Schematic of the u correction [62]. A bias in the reconstruction (red arrow)

is corrected by the reconstructed γ-ray position (blue arrow). (b) Correlation between the

bias and the reconstructed position in MC.

σ(Npho) : =
σ(Nphe)

PDE
,

=

√
Nphe

PDE
.

The estimated position is biased to the direction of shower development due to the assumption

that all the scintillation photons come from one point since they are emitted from each point of

the electromagnetic shower in reality. To reduce this bias, only the limited number of MPPCs

around the hit position is used in the fitting. In addition, two corrections are applied whose

parameters are derived from the MC simulation. The first type corrects a global bias with

respect to u direction. The direction of the shower development tends to be similar to the γ-

ray incident direction. This causes the reconstructed u position to be larger when a γ-ray hits

at large |u| position as shown in Fig. 3.21. This dependence is corrected as a function of the

reconstructed u position. The second type corrects an effect of even-by-event fluctuation of the

shower direction. Even for the events with the same hit position, the shower direction can be

different due to the fluctuation. In order to correct the dependence on the shower direction, it

is reconstructed by performing the position fitting for several fitting regions utilizing the fact

that the reconstruction bias becomes larger for a wider fitting region (Fig. 3.22).

3.4.2 Performance Measurement

Measurement with 17.6MeV γ-ray

The position resolution was evaluated with the CW-Li γ-rays in the run 2018. A 25mm thick

lead collimator was placed in front of the LXe detector, which had several slits of 5mm width at
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Figure 3.22 (a) Schematic of the shower correction [62]. A bias in the reconstruction

(red arrow) is corrected by the difference of the reconstructed position using different

fitting ranges (blue arrow). (b) Correlation between the bias and the difference of the

reconstructed position in MC.

intervals of 50mm. The resolution was evaluated with the width of the reconstructed position

distribution of the slits. An excess of the event rate corresponding to each slit was fitted with

a simulated hit position distribution smeared by a Gaussian. The resolution was defined by the

sigma of the Gaussian.

The γ-rays from the RMD were not used because the spot size of the muon beam is 1.2 cm

for the vertical direction and 4 cm for the horizontal direction, which can smear the position

distribution to the extent being not negligible. That of the proton beam is small enough, which

is 0.6mm for the vertical direction and 0.8mm for the horizontal direction. In addition, the

position resolution does not depend on the energy since the resolution is not dominated by the

statistical fluctuation according to MC.

The estimated resolution is shown in Fig. 3.23 as a function of the reconstructed conversion

depth. The improvement of the resolution in the shallow region is observed as expected. On the

other hand, that in the deep region is measured to be slightly worse than the expectation. This

can be because of a contribution of the noise, but it has not yet been understood quantitatively.

An angular dependence of the MPPC PDE which cannot be explained by the Fresnel reflection

was found as described in Sec. 3.1.1, and the PDE for the larger incident angle is lower than

that for the smaller incident angle. This leads to a bias of the position reconstruction; the

conversion depth is biased to be shallower since the light distribution on the MPPCs becomes

sharper. Although the bias can be corrected by the measured angular dependence, it can

become systematic uncertainty if we misunderstood the angular dependence, and thus its effect

was investigated. As a result, it was found that even if the angular dependence is totally

misunderstood, the angular resolution of Θe+γ increases only by 1.2%, which results in 0.6%

degradation of the branching ratio sensitivity at most.
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Figure 3.23 Position resolution for 17.6MeV γ-ray as a function of the conversion depth

for (a) horizontal u-direction, and (b) vertical v-direction. The resolutions in MEG are

also shown for comparison.

The effect of the position resolution on the branching ratio sensitivity was investigated. For

the calculation, the resolutions except for the position resolution were fixed to the measured

resolution in the pilot runs. The improvement in the shallow region leads to a 30% better

sensitivity than MEG. On the other hand, the sensitivity is worse by 4% compared to the MC

expectation due to the worse resolution in the deep region. In total, therefore, a 26% sensitivity

improvement is achieved compared to MEG.

Effect of PDE degradation

The increase of the statistical fluctuation due to the reduced PDE can increase the fitting un-

certainty for the position reconstruction, which results in the worse position resolution. Fig. 3.24

shows the position resolution simulated assuming various MPPC PDEs. The degradation of the

resolution was observed in the deep region, where the fitting uncertainty can be larger due to the

smaller number of photoelectrons on the inner face. The noise effect is negligible for the position

resolution since it was proved that the position resolution measured with the 17.6MeV γ-ray

from the CW-Li at the 7% PDE is not affected, whose signal-to-noise ratio is equivalent to that

at the 2.3% PDE for the signal γ-ray.

Fig. 3.25 shows the effect on the branching ratio sensitivity from the degradation of the position

resolution. It was found to be less than a few percent.

3.5 Timing resolution

The hit timing of a γ-ray is reconstructed using the extracted timings of each channel. An im-

provement of the timing resolution is also expected thanks to a better estimation of a correction

parameter resulting from the better position resolution. The timing resolution was measured

with a high energy γ-ray from the CEX reaction.
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Figure 3.24 Position resolution in the simulation as a function of the conversion depth at

various PDE for (a) u, (b) v, and (c) w direction [62].
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Figure 3.25 Effect on the branching ratio sensitivity from the position resolution degra-

dation at different MPPC PDEs [62]. The values are normalized by that of 8% PDE.

3.5.1 Timing reconstruction

The hit timing of a γ-ray is reconstructed based on the weighted mean of the sensor timings.

Firstly, initial timing is extracted from the channel whose detected number of photons is the

maximum on the inner face. Then, a fitting is performed to minimize the difference between

the hit timing tγ and each photosensor timing as

χ2 :=
∑
pm

χ2
pm,i,

χ2
pm,i :=

(tpm,i − tcorr,i − tγ)
2

σ2
pm,i

,

tcorr,i := tprop,i + twalk,i + toffset,i.
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Here, tpm,i is the extracted timing of each photosensor. tcorr,i is a correction term, which consists

of the propagation time from the reconstructed γ-ray hit position to each photosensor tprop,i, the

time walk effect twalk,i and the time offset toffset,i coming from the difference of the cable length

and electronics. σpm,i is the precision of the timing information. The fitting is iterated until

χ2/ndf gets lower than 10. To eliminate the pileup effect, the photosensors whose χ2
pm,i are more

than 10 are removed from the reconstruction. The rests can contribute to the reconstruction,

but only a part of them has a sufficient timing resolution to affect the reconstruction in practice.

Typically, contributions from channels below 100 photoelectrons are negligible though channels

above 50 photoelectrons are included.

3.5.2 Performance Measurement

The timing resolution was evaluated using the γ-rays from the CEX reaction (Sec. 3.1.2) in

2020. The reference detector was placed at the opposite side of the readout area of the LXe

detector.

Performance of timing counter

The reference timing was measured with the timing counter. It is defined by the mean of the

timings measured with the two scintillator counters, where the timing of each counter is defined

by the mean of the timings of the readout channels as

tref =
tfront + tback

2
,

tfront,back =
1

Nch

∑
i∈front,back

ti, (3.13)

where tref is the reference timing, tfront and tback is the timing of the scintillator counter in the

front and the back side, respectively, and ti is the timing of each readout channel. The number

of the channels Nch is eight for each scintillator.

The hit position xref on the timing counter is also computed by the timing difference of the

channels attached on each side, tleft and tright, as

xref = (tleft − tright)× veff ,

tleft,right =
2

Nch

∑
i∈left,right

ti, (3.14)

where veff is the effective velocity of scintillation light, which is measured to be ∼ 12 cm/ns.

Since the two scintillators are arranged to be orthogonal to each other, the positions along with

the vertical and horizontal axis can be obtained. The events in which the reconstructed position

satisfies |xref | < 4 cm for both is used for the analysis. More than a half of the total energy

deposit in the center 2× 2 crystals was also required for the BGO calorimeter.

The timing resolution of the timing counter σtref was obtained during the CEX data-taking
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Figure 3.26 Measured time walk of (a) MPPC and (b) PMT. Each color corresponds to

each group; MPPC Lot A (black), Lot B (red), Lot C (green) and Lot D (blue) in (a), and

PMT outer (black) and lateral (red) in (b).

by taking the timing difference of the two counters as

σtref =
σ(tfront − tback)

2
. (3.15)

It was estimated to be 38(0.4) ps.

Calculation of calibration parameters

The calibration parameters were calculated using the reference timing. The timing resolution

of each channel σpm and the time walk twalk were estimated from the spread and the mean

of tpm − tprop − tγ,exp, where tγ,exp is the γ-ray hit time on the LXe detector expected from

the timing counter and the time-of-flight, i.e. tγ,exp = tref − TOFref + TOFγ . These TOF are

calculated from the reconstructed positions on each detector assuming the vertex is the center of

the target. The propagation time tprop is calculated from the distance between the reconstructed

position and each photosensor divided by the effective velocity of light in LXe.

Fig. 3.26 and Fig. 3.27 show the obtained twalk and σpm as a function of an inverse of square-

root of the number of photoelectrons, respectively. These functions are extracted for each

production lot for the MPPCs because they have different shapes of a waveform due to the

different after-pulsing probabilities. The PMTs are grouped by those on the outer face and

the others since their time walks and resolutions were found to be different. The mean of this

distribution has a channel-by-channel difference, which is interpreted as a time offset of each

channel toffset. The distribution of the measured time offset for the PMTs was found to be wider

than that for the MPPCs as shown in Fig. 3.28. This is likely due to the individual difference of

the cable length since the cables for the PMTs are reused from MEG with some modifications.
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Figure 3.27 Measured timing resolution of (a) MPPC and (b) PMT. Each color corre-

sponds to each group; MPPC Lot A (black), Lot B (red), Lot C (green) and Lot D (blue)

in (a), and PMT outer (black) and lateral (red) in (b).
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Figure 3.28 Measured time offset of the MPPCs (black) and the PMTs (red).

Detector resolution

There are two variables which describe the detector timing resolution. One is the absolute

resolution which is a spread of the difference between the reconstructed γ-ray timing and the

reference timing. This is the resolution directly related to the physics analysis, and can be

measured in the CEX run using the reference timing as the true value. The other is the intrinsic

timing resolution estimated from an even-odd analysis. In the even-odd analysis, the photo-

sensors are divided into two groups, e.g. sensors with even channel numbers and odd channel

numbers (Fig. 3.29), and the timing is reconstructed independently for both groups. The intrin-

sic resolution is estimated from the difference of them. This resolution can be better than the

absolute one since some effects fluctuating the reconstructed timing are canceled by the even-odd
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subtraction, such as a precision of the propagation time given by the hit position resolution and

a coherent noise from the electronics.

The absolute timing resolution is calculated by subtracting possible uncertainties from the

timing difference between the LXe detector and the timing counter as

σtγ = σ(t′γ − t′ref)⊖ σtref ⊖ σtvertex ,

t′γ = tγ − TOFγ ,

t′ref = tref − TOFref . (3.16)

The contribution from the vertex uncertainty σtvertex is estimated to be 48(2) ps using MC from

the measured beam size of 6.5mm and 5.5mm along with the x and y direction. Fig. 3.30(a)

shows the timing difference between the two detectors after the TOF correction. The absolute

timing resolution was evaluated to be 81(3) ps for 54.9MeV. The intrinsic timing resolution was

also evaluated using the same data to be 38(0.7) ps (Fig. 3.30(b)), which is consistent with that

measured using background γ-rays in the pilot run 2019 [62].

The measured resolutions and their MC expectation are summarized in Table 3.4. To make

the simulation realistic, the noise obtained by firing trigger randomly was added to the sim-

ulated waveforms. In addition, precisions of the timing calibration of the electronics and the

synchronization between the WDBs were added based on the measured values, 25 ps and 45 ps,

respectively. The measured absolute resolution was found to be much worse than the MC expec-

tation while the intrinsic resolution was consistent with each other. As a result, the discrepancy

between the absolute and intrinsic resolution, 72(3) ps, was found to be much larger than the

expectation, 30 ps.

The timing resolution for 82.9MeV γ-rays is also evaluated. The absolute timing resolution

was 80(3) ps while the intrinsic resolution was 31(0.4) ps, which is slightly better resolution

than that for 54.9MeV due to the higher photoelectron statistics. The difference between

the absolute and intrinsic resolution was 73(3) ps, which is consistent with that observed for

54.9MeV. This indicates the term causing the additional deviation does not depend on the

photoelectron statistics.

Fig. 3.31 shows the timing resolutions as a function of the reconstructed conversion position.

Both of them have almost flat distributions and the discrepancy remains independent of the

position. Fig. 3.32 shows the timing resolution as a function of the number of photoelectrons.

The improvement of the resolution due to the increased number of photoelectrons was observed

for both resolutions.

There are two types of candidates to explain the discrepancy: the effect canceled by the

even-odd subtraction and the effect added to the calculation of the absolute resolution. In the

former type, the precision of the propagation time, the coherent noise effect, the precision of

synchronization are included. Indeed, however, these effects are included in the simulation, and

thus they are almost excluded. There is also possibility that the analysis causes some kinds of

bias which can be reduced by the subtraction. An overestimation of the timing resolution of the
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timing counter belongs to the latter case. However, it is not likely since its resolution was also

measured with a 90Sr source in advance, and the result was consistent with each other. There is

another possibility that the estimation of the vertex uncertainty is wrong. Since its estimation

totally relies on the measured beam size and the simulation, it can be underestimated due to

an error of either. Fig. 3.33 shows a relation between the beam size and the simulated vertex

contribution. It is obvious that the vertex contribution can be easily misunderstood if there

is an error in the measured beam size. Indeed, the measured beam size in 2020, (σx, σy) =

(6.5mm, 5.5mm), is much smaller than that measured in MEG, (σx, σy) = (1 cm, 1 cm), and if

the measured value is wrong for some reasons and the true size is the same as that in MEG,

the observed discrepancy can be almost explained. Therefore, it turned out to be important to

estimate the vertex contribution in another way in order to certify the estimation.

A dedicated data-taking is planned to measure the vertex contribution directly. The mea-

surement uses γ-rays from the CEX. An additional timing counter whose design is the same as

the reference timing counter is placed in front of the LXe detector and the timing of one of the

γ-rays is measured with it instead of the LXe detector. Since we know the timing resolutions of

both timing counters, the vertex contribution can be estimated in the same way as Eq. (3.16).

This measurement will be performed in the CEX run 2021, and the absolute timing resolution

will be re-evaluated using the measured vertex uncertainty.

Note that the te+γ resolution for the µ+ → e+γ analysis will be evaluated from the RMD

data; a peak in the timing difference between the positron timing measured with the pTC and

the γ-ray timing measured with the LXe detector is fitted with a double Gaussian. This allows

us to check the consistency of the measured resolutions and gain information about the cause

of the unknown contribution: whether it derives from the systematics of the CEX measurement

or whether it is related to the detector performance itself.

The effect on the branching ratio sensitivity is evaluated. If the unknown contribution is

explained by the error of the vertex uncertainty estimation, a timing resolution of ∼ 50 ps

is achieved, which results in the sensitivity improvement of a few percent from MEG. If the

unknown contribution remains even with the improved estimation of the vertex contribution,

the timing resolution is worse than the MC expectation by 27 ps resulting in a 13% worse

sensitivity.

Table 3.4 Comparison of the detector timing resolution between MC and data.

Variable MC data

Absolute resolution 55 ps 81 ps

Intrinsic resolution 40 ps 38 ps

Effect of PDE degradation

The timing resolution can be worsen both by the lower signal-to-noise ratio and the larger

statistical fluctuation, which are expected at lower PDE. The former contribution can be com-
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Figure 3.29 Assignment for even (gray) and odd (red) channels in the even-odd analysis.
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Figure 3.30 Measured timing difference between (a) the LXe detector and the timing

counter and (b) the even and odd timings. σ of the fitted Gaussian is 102 ps and 38 ps,

respectively.
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Figure 3.31 Position dependence of absolute (black) and intrinsic (red) timing resolution

for (a) u direction, (b) v direction and (c) w direction.
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Figure 3.32 Absolute (black) and intrinsic (red) timing resolution as a number of total

number of photoelectrons. The spectrum of the total number of photoelectrons is also

shown (gray). The two peaks correspond to the energies of 54.9MeV and 82.9MeV, re-

spectively.
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Figure 3.33 Simulated vertex contribution as a function of a beam size. The sizes along

with x-axis and y-axis are assumed to be the same.

pensated to some extent by amplification since the noise level is not proportional to the gain

of the amplifier as shown in Table 3.5. The timing resolution at lower PDE was simulated by

adding the pedestal data taken at each gain to the simulated waveform. The precisions of the

timing calibration and synchronization of the electronics were added as well. Fig. 3.34 shows

the simulated timing resolution and the effect on the sensitivity. Since energy dependence of

the unknown term causing the discrepancy is not observed, its effect is constantly added to the

estimated resolutions. The effect of the PDE degradation was found to be up to 5% for the
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Figure 3.34 (a) Simulated absolute (black), intrinsic resolution (red) and absolute res-

olution including the unknown term of 72 ps (blue). (b) Effect on the branching ratio

sensitivity as a function of the MPPC PDE assuming the simulated absolute timing reso-

lution (black) and that with the unknown contribution (blue). The values are normalized

by that of 8% PDE in the former case.

expected resolution.

Table 3.5 Noise level (RMS of pedestal waveform) at each amplifier gain in the run 2019.

amplifier gain 1 2.5 5 10

Noise level 0.7mV 0.8mV 0.9mV 1.3mV

3.6 Energy resolution

The energy of a γ-ray is reconstructed from the detected number of photons. In MEG, the

energy resolution in the shallow region was worse than that in the deep region due to the

non-uniformity of scintillation light collection, which can be improved thanks to use of the

MPPCs. The energy resolution measured in MEG was worse than the expectation by 1.5%.

The reason of the disagreement is not understood yet, and it can also remain in MEG II. Since

the energy resolution in MEG II is expected to be 0.7% according to the simulation, the unknown

contribution can be dominant. The resolution was measured using several γ-ray sources.

3.6.1 Energy reconstruction

The energy of a γ-ray is reconstructed from the weighted sum of the detected number of

photons on each sensor as

Eγ = C ×
∑
pm

Npho,i × wi,

Npho,i = qi/Gaini/ECFi/QEi. (3.17)
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The number of photons Npho,i detected with each photosensor is computed from the integrated

charge qi. The weight wi is the correction for the sensor coverage, which is given by the size of

the insensitive area around each sensor divided by the size of the sensitive area in order to realize

uniform response in the whole detector. The factor C converts the sum of the number of photons

to the energy, which is calculated using the monochromatic γ-ray sources. A further correction

is applied to reduce the position dependence of the reconstructed energy, which reflects possible

errors in the photosensor calibration and the position dependence of photon collection efficiency.

This is also measured using the monochromatic γ-ray sources.

3.6.2 Performance Measurement

The energy resolution was evaluated in the pilot run 2019. In spite of the limited number

of readout channels, it was found in simulation that the same energy resolution as with full

electronics was achievable as shown in Table 3.6 by applying the event selection as

• |u| < 9 cm,

• |v + 17| < 9 cm,

• |w| < 12 cm.

The third selection was applied to reject the very deep events since scintillation light from the

deep conversion depth distributes wider than the MPPC readout area. In addition, a selection

of Eγ,MPPC > Eγ,PMT/6 was used to reject cosmic-ray events since the cosmic rays do not enter

the detector from the inner face and thus a fraction of the energy measured with the MPPCs is

smaller than that of γ-ray.

Table 3.6 Energy resolution estimated with MC simulations in MEG II for the signal 52.8MeV γ-ray

Full channel readout Limited channel readout

w < 2 cm 0.72(1)% 0.73(1)%

w > 2 cm 0.70(1)% 0.76(1)%

Measurement with 17.6MeV γ-ray

The energy resolution at 17.6MeV was measured using CW-Li. Fig. 3.35 shows the recon-

structed energy distribution after the non-uniformity correction is applied. The energy resolution

was evaluated to be 3.1% at 17.6MeV, which is much worse than the expected resolution of 1.0%

from the MC. A part of the difference between the MC and the data comes from an electron-

ics noise, which is estimated to be 1.2% from the reconstructed energy distribution of pedestal

data. The rest part can result from the unknown contribution observed in MEG since the energy

resolution excluding the noise effect is 2.8%, which is consistent with the resolution measured

in MEG for the deep events (w > 2 cm). This term worsens the energy resolution independent

of the conversion depth. The reconstructed energies only with the MPPCs and the PMTs were

compared between the MC and the data, and the discrepancy is consistently observed for both.
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Figure 3.35 Reconstructed energy spectrum of 17.6MeV γ-ray from CW-Li [62].

Measurement with background γ-ray

The energy resolution near the signal energy was evaluated using the background γ-rays from

the muon beam. It was extracted by fitting an expected spectrum to the measured one with a

binned-likelihood method. The likelihood L(p), and its negative log likelihood nll are defined

as

L(p) :=
N−1∏
b=0

fb(p)
hbe−fb(p)

hb!
,

nll := − lnL(p) = −
N−1∑
b=0

{hb ln fb(p)− fb(p)}+ const. ,

where {hb|0 ≤ b < N} is a N -bin histogram of the measured spectrum, and {fb(p)|0 ≤ b < N}
is that of the expected spectrum given by convoluting the simulated spectrum fMC with an

additional resolution σ as

f(x|p) = R×
∫

fMC(x/S + s)e−s2/2σ2

ds+ fCR(x).

An energy scale S and an overall rate R are also considered as nuisance parameters. A non-beam

contribution fCR is also included based on the spectrum measured without muon beam*2.

The measured background spectra at the reduced intensity (0.7 × 107 µ+stops/s) and at the

MEG II intensity (7×107 µ+stops/s) are shown in Fig. 3.36, together with the expected spectra.

A pileup elimination was applied in which sum waveforms of the MPPCs and the PMTs are

unfolded by fitting template waveforms [62]. The best estimate of the fitting parameters are

S = 1.013(3), R = 1.16, σ = 1.6(2)% (for reduced intensity),

S = 1.007(1), R = 1.13, σ = 1.5(1)% (for MEG II intensity).

The larger uncertainty of the reduced intensity is due to the limited statistic. The energy scales

agree with that of the CW-Li γ-ray within 1% precision. The event rate was 10–20% higher

*2 It mainly comes from cosmic rays, and neutrons from the accelerator captured by the LXe.
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Figure 3.36 Measured energy spectra of the background γ-ray and the best fit result (a)

at the reduced intensity, (b) at the MEG II intensity [62]. The expected spectrum at better

and worse resolution than best fit are also shown for comparison.

than that expected from the beam intensity. This is likely due to the higher beam intensity than

the setting as mentioned in Sec. 2.2.1. The energy resolution can be obtained by combining the

fitted σ and the 0.7% energy resolution in the simulation, and it was estimated to be 1.7(2)%

for the reduced intensity and 1.7(1)% for the MEG II intensity. The noise contribution was only

0.4% for the signal energy γ-ray, and thus it is negligible.

Fig. 3.37 shows the depth dependence of the energy resolution. An improvement in the shallow

region, where many γ-rays interact as shown in Fig. 2.19, was observed though it was worse than

the expectation due to the unknown contribution.

The expected sensitivity was evaluated with the measured energy resolution. The improve-

ment for the shallow events results in the 15% improvement compared to MEG. The sensitivity

improvement from MEG is 10% smaller than the design value since it was calculated assuming

only a half of the unknown contribution remains though it was found to completely remain.

Although the cause of the unknown term has not been understood yet, there are several pos-

sibilities to explain it. One possibility is a problem of the detector system such as a convection

of LXe in the cryostat. Another possibility is an event-by-event fluctuation of the shower de-

velopment which is not correctly simulated for some reasons. An intrinsic property of the LXe

scintillation is also a candidate; a part of the energy deposit in LXe can be used for a generation

of the charged carries or an emission in infrared, which may cause an event-by-event fluctuation

of the energy used for an emission of the VUV light. Further studies are necessary for a better

understanding.

Effect of PDE degradation

The energy resolution can be affected both by the statistical fluctuation and the noise on

the signals. Fig. 3.38(a) shows the simulated energy resolution of the signal γ-ray with the

contribution for the statistical fluctuation. It was found to increase the resolution by 0.15% at
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Figure 3.37 Energy resolution as a function of the conversion depth estimated from back-

ground γ-rays at MEG II intensity [62].
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Figure 3.38 (a) Expected energy resolution for the signal γ-ray as a function of the PDE

including the unknown contribution of 1.5%. (b) Effect on the branching ratio sensitivity

from the energy resolution degradation at different MPPC PDEs [62]. The values are

normalized by that of 8% PDE.

the PDE of 2%. The noise contribution was simulated using the noise level measured in the

pilot run 2019, and it is found to be less than 0.6% at 2% PDE by applying the amplification.

As a result, the sensitivity can be degraded by 4% as shown in Fig. 3.38(b).
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Chapter 4

Performance Evaluation of Radiative

Decay Counter

The downstream RDC has been tested with a µ beam. In this chapter, the calibration is

described followed by the discussion on the performance measured with the µ beam.

4.1 Calibration

The energy of the RDC calorimeter is converted from charge as

E = q × Scalo, (4.1)

Scalo = (Scalib + ftemp ×∆T )/fbias, (4.2)

where q is the charge, Scalo is an energy scale conversion factor of the calorimeter, Scalib is the

factor obtained from calibration, ftemp and fbias are correction factors of temperature and bias,

∆T is a difference between temperatures at the time of calibration and the measurement.

Fitting function

The energy of the RDC calorimeter is calibrated using the intrinsic radioactivity of LYSO. The

highest energy peak of 596 keV (88 + 202 + 307 keV) is fitted with a function of the theoretical

energy spectrum including γ-rays and β decays convoluted with a gaussian function (Fig. 4.1),

that is,

f(x) =

∫
Gaus(x/p7 − E, σ(E, p8, p9))×Decay(E)dE, (4.3)

Gaus(x, σ) = exp(−x2/2σ2), (4.4)

σ(x, σenergy, σnoise) = x× σenergy + σ2
noise, (4.5)

Decay(x) =

6∑
i=0

pi × BetaDecay(x/p7 − Ei), (4.6)

BetaDecay(x) = Norm×
√
x2 + 2x×mec2 × (Q− x)2 × (x+mec

2), (4.7)

where Norm is normalization constant, me is the mass of an electron, c is the velocity of light,

and Q is a Q-value of β decay. p0 − p9 are fitting parameters; p0 − p6 are amplitudes of the
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Figure 4.1 Example of the measured energy spectrum of the LYSO intrinsic radioactivity

and the fitting function.

Table 4.1 Parameters of the fitting function for the LYSO intrinsic radioactivity spectrum.

p0 Amplitude of the γ-ray peak of 88 keV

p1 Amplitude of the γ-ray peak of 202 keV

p2 Amplitude of the γ-ray peak of 307 keV

p3 Amplitude of the γ-ray peak of 88 + 202 keV

p4 Amplitude of the γ-ray peak of 88 + 307 keV

p5 Amplitude of the γ-ray peak of 202 + 307 keV

p6 Amplitude of the γ-ray peak of 88 + 202 + 307 keV

p7 Conversion factor from charge to energy

p8 Energy resolution

p9 Noise

γ-ray peaks, p7 is a conversion factor from charge to energy, p8 is the energy resolution, and p9

corresponds to noise as summarized in Table 4.1. The energy is calibrated using the conversion

factor p7 obtained by fitting, i.e. Scalib = p7.

Since the fitting function has many parameters, the fitting results was found to be unstable;

the results can easily change by fluctuation of data and a fitting range. Therefore, some fitting

parameters are fixed to expected values in order to reduce the degree of freedom. The parameter

settings are written in Table 4.2. The amplitudes of γ-ray peaks except for the highest one are

set to reproduce the measured spectrum by hand due to a difficulty of estimation by the fitting

because the fitting is performed only around the highest peak. The energy resolution is set to

the measured value. The improvement reduces the instability.

The uncertainty from the fitting was evaluated by repeating the calculation with three different

datasets obtained under the same condition, which was 1.2%.
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Table 4.2 Parameter settings of the fitting function for the LYSO intrinsic radioactivity spectrum.

Parameter Value

p0 0

p1 0

p2 0

p3 0.5

p4 0.1

p5 0

p6 free

p7 free

p8 8%

p9 free
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Figure 4.2 Energy spectra of (a) intrinsic radioactivity and (b) 88Y with fitting results of each peak.

Bias correction

The calibration using the intrinsic radioactivity was verified by the measurement with 88Y.

The source was attached to each crystal and its energy spectrum was obtained. Fig. 4.2 shows

the energy spectra of the same crystal. The peaks of the 88Y were fitted with gaussian functions

and the conversion factors were calculated with the peak positions. The relation between the

factors obtained with the two different methods is shown in Fig. 4.3. The factors of the intrinsic

radioactivity are consistently higher than those of 88Y, which can be because of a bias from the

fitting. Here, the factors calculated with the peak of 0.898MeV are used as the result of 88Y to

suppress an effect from SiPM saturation. Therefore, the bias is corrected based on the fitting

result of a liner function: fbias = 1.122± 0.021.
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(a) (b)

Figure 4.4 (a) Measured temperature and (b) conversion factors during the monitoring of

five weeks. The results of four channels are shown.

Temperature correction

Temperature correction is applied since a SiPM gain can change depending on the temperature

resulting from a change of its breakdown voltage. The temperature dependence was measured

by monitoring the conversion factors of four channels for five weeks as shown in Fig. 4.4. The

temperature coefficient was obtained by fitting the relation with a linear function (Fig. 4.5),

that is ftemp = 0.114± 0.03.

Effect on energy resolution

The uncertainties from the calibration parameters affect the energy resolution. Their effects

were estimated using the measured values and their uncertainties as summarized in Table 4.3.

The measured energy resolution of 6.5% with 88Y was used as the energy resolution before the

conversion to the energy. The mean of the measured energy scales with different channels was

used as a representative. The temperature change was assumed to be 1%, which would be

expected in the experimental environment with an air conditioner. Including these uncertain-

ties, the energy resolution was 6.9%, which is good enough not to worsen the branching ratio
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Figure 4.5 Temperature dependence of the conversion factor. The results of four channels are shown.

sensitivity; it is not deteriorated at least up to 10% energy resolution [65].

Table 4.3 Parameter values and uncertainties used for the estimation of the energy resolution.

Parameter Value

Energy resolution before conversion 6.5% (1.836MeV)

Sself 1.83± 0.022

ftemp 0.114± 0.003

fbias 1.122± 0.021

δT 1◦C

4.2 Detector performance

The performance of the RDC was evaluated with the data taken under the muon beam at

7.7× 107 µ+stops/s in the run 2020. In this section, the reconstruction algorithm for the RDC

is described followed by the discussion on the performance.

4.2.1 Reconstruction

Fig. 4.6 shows an overview of the RDC reconstruction chain. Firstly, the waveforms of the

timing counter are analyzed. Then, those of the calorimeters are analyzed with information of

the timings extracted in the timing counter. Hit reconstruction is performed at each detector,

and the reconstructed hits are clustered based on timings.
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Figure 4.6 Overview of RDC reconstruction chain.

Waveform Analysis

Reconstruction starts from analyzing the raw waveform recorded with the waveform digitizer.

Fig. 4.7 shows typical waveforms of the RDC. The information of signals such as the timings

and charges is extracted by analyzing them.

To find the signals of the timing counter, a peak search is performed with a given threshold.

The baseline is calculated by taking the mean of the amplitudes before the found pulse timing.

The timing is extracted with the constant fraction method. The signal charge is obtained by

integrating the waveform for 20 ns around the pulse. Fig. 4.8(a) shows the hit rate of each plastic

scintillator. The maximum hit rate is about 1.2MHz, which means one hit is expected in 830 ns

on average. This results in an overlap of pulses with the probability of 0.9% over all incident

hits since the pulses within 10 ns cannot be separated.

In the case of the calorimeter, the pulse timing is given based on the timings of found pulses in

the timing counter, and the charge integration is performed around the timing since some signals

are too small that they cannot be found by peak search. Fig. 4.8(b) shows the hit rates of each

crystal. The center part has the highest hit rate of 0.6MHz, which results in an overlap of pulses

with the probability of 10% considering the charge integration region of 250 ns. The effect of

the overlapping pulses is eliminated as follows. If another pulse whose timing is in the baseline

calculation region of the pulse is found, the region is shifted to an earlier timing where no pulse

is found. If another pulse whose timing is in the charge integration range of the pulse is found,

the charge is estimated from the pulse height by multiplying a conversion factor extracted from

a template waveform. If the adjacent pulse is so close that it affects the calculation of the pulse

height of the focusing pulse, i.e. the adjacent pulse timing is within the charge integration region

of the focusing pulse, the amplitude of the adjacent pulse at the timing of the height calculation

is estimated from the template waveform, and it is subtracted from the original height of the

focusing pulse. Then, the charge estimation is performed from the modified height.
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Figure 4.7 Typical waveforms of the RDC. The timing counter (top) and the calorimeter (bottom).
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Figure 4.8 Measured hit rates of each scintillator for (a) the timing counter and (b) the

calorimeter. The scale of the bar in (b) is in the unit of MHz. The depression at the center

in (a) is due to the different scintillator sizes.
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Hit reconstruction

A hit in the timing counter is reconstructed by combining the information of two channels of

the same scintillator. The hit timing is defined as the average of the two channels as

t =
tleft + tright

2
, (4.8)

where tleft and tright are the extracted timings of the left and right channels. The energy is given

by the geometric mean of the channels:

E =
√

qleft × qright × Stc, (4.9)

where qleft and qright are the integrated charges of the left and right channels. Stc is an energy

scale conversion factor of the timing counter, which is calculated by comparing the peak energies

of Michel positrons of MC and data.

A hit in the calorimeter is reconstructed channel by channel. The energy of the hit is converted

from the charge, which is discussed in Sec. 4.1.

Clustering

Since a positron leaves several hits in the RDC, the reconstructed hits belonging to the same

positron should be combined. This clustering is performed based on the hit timings. If the hits

on the timing counter are within 5 ns, they are regarded as the identical positron hits. Since

the hits of the calorimeter are already reconstructed based on the timings of the timing counter,

they are automatically assigned to the same cluster with the seed hits. The fastest timing of

the clustered timing counter hits is adopted as the cluster timing while the energy is calculated

by summing up the energies of the members.

4.2.2 Performance

The performance of the RDC is characterized by the timing and energy distributions and

extracted parameters from these distributions. Firstly, the event selection criteria are explained.

Then, the raw distributions are shown followed by the evaluation of the parameters; the RMD

fraction and the hit rate of accidental positrons. In addition, the effect of the SiPM saturation

observed for the calorimeter is discussed.

Event Selection

To discuss the performance of the RDC, it must be ensured that the γ-ray energy is measured

correctly with the LXe detector since the detection performance of the RMD positrons relies

on it. The same selection as that for the evaluation of the γ-ray energy resolution (Sec. 3.6.2)

was applied. To reduce the pileup effect, the pileup elimination based on the peak search and

the waveform unfolding is applied*1, which will be explained in Chap. 5. The events whose

γ-ray energies are from 48MeV to 58MeV were used for the analysis. Fig. 4.9 shows the energy

spectra measured with the LXe detector. The data and MC were consistent with each other.

*1 The deep learning-based rejection is not used due to the limited number of channels.
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Figure 4.9 Energy spectra of the background γ-ray measured with the LXe detector for

data at 7.7× 107 µ+ stops/s in the run 2020 (black) and MC (red).

Measured timing and energy distributions

The distribution of the timing difference between the RDC and the LXe detector of the RMD-

like hit, which is defined as a particle that hits the RDC at the closest timing to the center of

the RDC and the LXe timing difference, is shown in Fig. 4.10(a). A clear peak together with a

low tail component was observed as expected, which correspond to the RMD positrons and the

Michel positrons, respectively. The spread of the peak results from different positron paths.

Fig. 4.10(b) shows the energy distribution. The low energy peak corresponding to the RMD

positron was observed. By selecting the events within ±8 ns timing window, the events coming

from the RMD positrons and the Michel positrons can be roughly separated as demonstrated

in the figure. This means the RDC successfully detects both type of positrons, and they can be

distinguished by the RDC observables. Note that the low energy peak in the off-timing events

derives from γ-rays generated from Michel positrons.

RMD fraction

The RMD fraction fRMD is the most important parameter to describe the RDC performance,

which is the product of the detection efficiency and the fraction of the RMD events over the all

events. It is defined as the number of RMD positrons detected with the RDC NRMD divided by

the number of γ-ray events triggered with the LXe detector Nγ . The number of RMD positrons

can be calculated by counting excess of events over the expectation from the accidental hit rate

of the background Racc assuming a Poisson distribution as
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Figure 4.10 (a) Timing difference between the RDC and the LXe detector under the muon

beam at 7.7 × 107 µ+ stops/s. (b) Energy distributions measured with the RDC for all

events (black), off-timing (red) and on-timing events (blue).

fRMD =
NRMD

Nγ
,

NRMD = Non-timing −Noff-timing ×
NBG(tmin, on-timing, tmax, on-timing)

NBG(tmin, off-timing, tmax, off-timing)
, (4.10)

NBG(tmin, tmax) = A×
∫ tmax

tmin

e−2Racc|t|dt,

where Non/off-timing is the numbers of events in the on/off-timing region from tmin, on/off-timing

to tmax, on/off-timing and A is normalization.

Overall fraction was evaluated to be 26.6(4)% with data, which is consistent with the MC

expectation of 27.2(4)%. To estimate the dependence on the γ-ray energy, the events were

grouped into several energy regions and the efficiency was calculated in the same way. As shown

in Fig. 4.11, the values of data and MC were consistent with each other except for the high

energy region where statistics is limited. Therefore, it is confirmed that the RDC can detect the

RMD positrons as expected.

Hit rate of Michel positron

The positron from the Michel decay is a background source for the RMD detection. The

increase of the backgrounds reduces the power of the RMD identification since the probability

to have a hit around the timing center in the non-RMD event gets higher.

The expected hit rate was estimated with MC. Fig. 4.12 shows the muon decay vertex along

with the z-axis. The probabilities of Michel positron hit at the RDC with different vertex

positions are summarized in Table 4.4. The hit probability becomes higher as the muon decays

at further downstream due to less interfering materials. Since the beam rate is usually defined

as the stopping rate at the target, the probabilities over the total muon incidence from the
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Figure 4.11 Dependence of RMD fraction on the γ-ray energy for data (black) and MC (red).

upstream should be corrected with the stopping efficiency at the target of 90.2(4)%. From the

number of hits over all muon decay, the hit rate can be 10.4(1)% of the beam rate. Note that it

is 14.0(2)% for the run 2017 due to the less materials since the mockup was installed instead of

the real CDCH.

The hit rate was calculated by counting the number of events per unit time. In order to

avoid including the RMD positron, the timing sideband from −40 ns to −20 ns in the timing

difference distribution was used for the estimation. The results measured in each year are listed

in Table 4.5. There is still a large uncertainty for the estimation mainly due to the uncertainty

of the beam rate as discussed in Sec. 2.2, but they imply the hit rate can be higher than the

MC expectation (Table 4.4) with up to 40% excess, which possibly because the material budget

from the target to the RDC is not correctly simulated; the less materials for the CDCH result

in the higher hit rate as seen in the difference between the mockup and the real CDCH cases,

for example.

Table 4.4 Hit probability to the RDC over the incident muons decaying at each position.

vertex hit probability to RDC

upstream of target 3.0(2)%

on target 9.4(1)%

downstream of target 16.0(6)%

overall 9.4(1)%
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Figure 4.12 Simulated muon decay vertex along with the z-axis for all events (black) and

events with a RDC hit. Most muons decay on the target around zero. The sharp peak at

the downstream side corresponds to the surface of the RDC.

Table 4.5 Hit rate measured with the RDC. The data in 2018 is not included due to the

serious beam contamination.

year beam rate (µ+stops/s) hit rate (MHz) hit probability (%)

2017 3.2× 107 5.7 18

2019
0.7× 107 1.0 14

7× 107 10 14

2020
1.6× 107 2.1 13

7.7× 107 10 13

Saturation of SiPM for calorimeter

The SiPM used to read out the scintillation light of each LYSO crystal has a small pixel

pitch in order to avoid the saturation of the pixels as discussed in Sec. 2.1.3.3. Nevertheless, it

was found that the energy distribution measured with the calorimeter is greatly affected by the

saturation effect. Fig. 4.13(a) compares the energy distribution measured under the muon beam

and the MC expectation. The shape in the high energy is deformed, which can be explained by

the underestimation of the energy due to the saturation. The SiPM has 14400 pixels for each

while about 1300 photons are generated per energy deposit of 1MeV, and so the amount of

generated photons reaches a half of the number of the pixels with the energy deposit of 6MeV.

In fact, the deformation of the waveform was observed as shown in Fig. 4.13(b). The difference

of the shape can reflect the fact that the amplitude around the peak becomes lower due to the
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Figure 4.13 (a) Energy distribution under the muon beam of data (black) and MC (red).

(b) Template waveforms of the SiPM attached to the LYSO crystal averaged over the events

with energy deposits below (black) and over (red) 10MeV normalized by the pulse height.

saturation while that in the other region is not affected since the amount of light is small enough.

No correction is applied for the energy reconstruction since it was found that the saturation

does not affect the branching ratio sensitivity as will be discussed in Sec. 7.2.



125

Chapter 5

γ-ray Background Reduction by Pileup

Elimination

The energy, position and timing of γ-ray are reconstructed using the photosensor waveforms

as discussed in Chap. 3. In practice, however, multiple γ-rays can hit the LXe detector in the

analysis time window, which can affect the reconstruction of γ-rays. The position and the timing

resolution are not affected so much because they are reconstructed from the local information

only around the hit position as shown in Fig. 5.1. The reconstructed timings of some γ-rays are

biased by the pileup γ-rays as shown in the long tail of Fig. 5.1(b). This leads to an analysis

inefficiency for the signal events up to 3%. The most significant effect from the pileup γ-rays is

seen in the energy reconstruction because it is performed using global information. Thus, this

chapter focuses on the pileup effect on the reconstructed energy.

In Sec. 5.1, sources of pileup γ-rays are introduced. The pileup elimination algorithm is

explained in Sec. 5.2 followed by the performance evaluation in Sec. 5.3.
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Figure 5.1 Pileup effect on the (a) position (u-direction) and (b) timing reconstruction of

the signal γ-rays in MC [62]. The differences between the reconstructed variable and its

truth are shown.
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5.1 Sources of pileup

There are mainly two types of pileup γ-ray sources separated from the aspect of the origin; the

pileup γ-ray originates from a different µ or the same µ as the main γ-ray. Their characteristics

as a pileup γ-ray, i.e. the incident timings, are different due to this difference of the origin, which

requires different approaches to eliminate them. Hereafter, the detailed explanations for these

pileup γ-rays follow.

5.1.1 Pileup γ-ray from same µ decay

The first type of pileup γ-rays is a pileup γ-ray from the same muon decay. Such a γ-ray

originates from AIF.

Most of the Michel positrons are swept away by the gradient magnetic field of the COBRA,

but some of them interact with materials in flight, and two γ-rays are emitted being boosted

in the direction of the flight. Fig. 5.2 shows the interaction points of AIF from which γ-rays

deposit their energies to the LXe detector (Eγ > 20MeV). About 42% of the AIF γ-rays are

emitted on the target, which is a central part in the figure, and most of the rests are emitted in

the drift chamber.

The background events with the AIF γ-rays reconstructed to be signal-like energy can be

classified into two event types shown in Fig. 5.3. The first type is the event in which only one

of the emitted γ-rays hits to the LXe detector with a high energy around the signal energy.

Since such a γ-ray carries most of the parental positron energy, the other γ-ray is emitted nearly

backward, and thus it cannot come to the detector. This type of event is called AIF 1γ event.

The second type is the event in which both of the emitted γ-rays hit the LXe detector, which is

called AIF 2γ event. If their hit positions are too close to identify them, they look like a single

high energy γ-ray.

The latter type is the source of simultaneous pileup γ-rays. This AIF 2γ event has a large

contribution near the signal energy. Fig. 5.4 shows the energy spectra for different sources of

the background γ-rays from a single muon decay. The number of the γ-rays from RMD rapidly

decreases as the energy gets close to the signal energy while that from AIF decreases gradually

resulting from the Michel positron spectrum (Fig. 1.14). As a result, the fraction of AIF 2γ

events becomes dominant in the high energy region though this is moderated by the energy

resolution as shown in Fig. 5.5. At the currently achieved energy resolution of 1.7%, the AIF 2γ

contribution is 34% near the signal energy (51.5MeV < Eγ < 54MeV).

All of this type of pileup γ-rays hit the LXe detector at the same timing with each other.

Such γ-rays, namely on-timing pileups, cannot be found by a temporal search, and thus a

spatial search is the only effective way.
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Figure 5.2 Interaction points of AIF projected to (a) x–y axis and (b) z–x axis. The hot

region around the center corresponds to the target.
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Figure 5.3 Two types of high energy background γ from AIF. (a) AIF 1γ and (b) AIF 2γ [62].

5.1.2 Accidental pileup γ-ray from a different µ decay

The second type of pileup γ-rays is an accidental pileup γ-ray from a different muon decay. In

the MEG II experiment, 7×107 muons decay on the target per second. Some of them emit γ-rays

in the radiative muon decay, and some of the Michel positrons emit γ-rays via the interactions

with materials. The energy spectra of these γ-rays are given in Fig. 1.20(a). A single muon

decay emits a γ-ray which deposits energy in the LXe detector with a probability of 1.3%, and

thus one pileup γ-ray enters the LXe detector at 0.7MHz on average (Eγ > 0.2MeV*1).

*1 Only the γ-rays whose energy deposits are larger than 0.2MeV are included since the energy lower than

the threshold is too small to affect the reconstruction.
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Figure 5.4 (a) Simulated energy deposits of the background γ-rays in the LXe detector

for each event type. Events above mµ/2 come from muon decays before stopped on the

target. Muon momentum can boost decay products in these events. (b) Fraction of the

background γ-rays of each type calculated from (a) [62].
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Figure 5.5 Expected fraction of the AIF 2γ events with the different energy resolutions [62].

Fig. 5.6 shows simulated energy spectra of background γ-rays without accidental pileups and

with full pileups expected at the MEG II intensity. The pileup γ-rays bias the reconstructed

energy to be higher, and the number of events near the signal energy increases from 64Hz to

178Hz (51.5MeV < Eγ < 54MeV). This greatly deteriorates the sensitivity to signal γ-rays,

and thus they must be eliminated.

Most of this type of pileup γ-rays hit the LXe detector at a different timing from the main

γ-ray, and such γ-rays, namely off-timing pileups, can be found by a temporal search. A search

in space using the light distribution of photosensors is also effective if their hit timings are close

enough to be included in the charge calculation.
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Figure 5.6 Reconstructed energy spectra of background γ-rays in the simulation without

accidental pileups (black) and pileups from the MEG II beam without pileup elimination

(blue).
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Figure 5.7 Flow of the pileup elimination algorithm.

5.2 Elimination algorithm

A pileup elimination algorithm combines methods to search for pileup γ-rays temporally and

spatially in order to find both of off-timing and on-timing pileup γ-rays. Fig. 5.7 shows an

overview of the algorithm flow. There are mainly three steps. The first step judges whether the

event is likely to be a pileup event or not. The second step searches for peaks both in a light

and timing distribution. In the peak search flow in the light distribution, the result from the

first step is used. The third step unfolds the pileup γ-rays in the sum waveforms of photosensors

using the information from the previous steps. At the end, an event status is assigned combining

the results of the three steps and the main γ-ray energy is reconstructed or the event is discarded

depending on the status. Hereafter, these algorithms are explained in detail.

5.2.1 Identification of pileup events with deep learning

The first step is a pileup event identification. At this step, whether the event is likely to

include pileup γ-rays or not is judged using a deep learning technique. In this study, the light
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distribution was used for an input of the deep learning model as the first step to examine

its usefulness though the timing distribution would be also useful to search especially for the

off-timing pileup γ-rays.

Deep learning

The deep learning is a type of machine learning, which consists of a neural network with more

than two layers. These neural networks mimic the behavior of the human brain to learn from

a huge amount of data. The network has a layered structure in which dozens of computation

nodes are included. The nodes in one layer are connected to the nodes in the following layers,

and the computational results are transmitted to the connected nodes. The transmitted values

from the previous layers are summed up with given weights and biases which are assigned to

each connection, and the sum is used for the calculation at the node. The final layer outputs

certain values, which is often likenesses with which the input sample belongs to classes for the

classification or expected values for the regression.

Before its use, the deep learning model must be trained how to estimate a correct answer from

data. This is achieved by optimizing the weights to minimize the difference between the current

output and the correct value using a training dataset which is usually a set of input data and

expected output values.

Model implementation

The deep learning model used for the pileup elimination is based on a two-dimensional con-

volutional neural network (CNN). The CNN is a type of neural networks which is often used

to treat an image as the input such as image recognition. The input data are convoluted using

a series of filters with trainable weights. In the training stage, the weights are optimized to

extract useful characteristics so that the model can give a correct answer. Since the convolution

is carried out by scanning the whole inputs with the common filter, the CNN has a shift invari-

ance. The extracted features are input to fully connected layers in which a calculation of the

final output is performed using the features.

EfficientNet

The model is implemented referring to EfficientNet [92], which is a type of the CNNs. The

EfficientNet model succeeded in achieving a state-of-the-art performance with a reduced amount

of parameters by scaling up its architecture in an optimal way. Fig. 5.8 compares the accuracy of

the EffcientNets, which is a family of models developed by scaling up a baseline network obtained

with neural architecture search, to the accuracies of other famous models. EfficientNets achieved

better performance with smaller model sizes.

In general, the performance of the CNN can be improved by being scaled up if more computa-

tional resources are available. There are commonly three scalable dimensions in the architecture:

depth, width and resolution (Fig. 5.9). The width scaling is a way to increase the image sizes of

intermediate layers. Wider networks tend to be able to capture more fine-grained features and
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EfficientNet: Rethinking Model Scaling for Convolutional Neural Networks
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1
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Abstract

Convolutional Neural Networks (ConvNets) are
commonly developed at a fixed resource budget,
and then scaled up for better accuracy if more
resources are available. In this paper, we sys-
tematically study model scaling and identify that
carefully balancing network depth, width, and res-
olution can lead to better performance. Based
on this observation, we propose a new scaling
method that uniformly scales all dimensions of
depth/width/resolution using a simple yet highly
effective compound coefficient. We demonstrate
the effectiveness of this method on scaling up
MobileNets and ResNet.

To go even further, we use neural architec-
ture search to design a new baseline network
and scale it up to obtain a family of models,
called EfficientNets, which achieve much
better accuracy and efficiency than previous
ConvNets. In particular, our EfficientNet-B7
achieves state-of-the-art 84.3% top-1 accuracy
on ImageNet, while being 8.4x smaller and
6.1x faster on inference than the best existing
ConvNet. Our EfficientNets also transfer well and
achieve state-of-the-art accuracy on CIFAR-100
(91.7%), Flowers (98.8%), and 3 other transfer
learning datasets, with an order of magnitude
fewer parameters. Source code is at https:
//github.com/tensorflow/tpu/tree/
master/models/official/efficientnet.

1. Introduction

Scaling up ConvNets is widely used to achieve better accu-
racy. For example, ResNet (He et al., 2016) can be scaled
up from ResNet-18 to ResNet-200 by using more layers;
Recently, GPipe (Huang et al., 2018) achieved 84.3% Ima-
geNet top-1 accuracy by scaling up a baseline model four

1Google Research, Brain Team, Mountain View, CA. Corre-
spondence to: Mingxing Tan <tanmingxing@google.com>.

Proceedings of the 36 th International Conference on Machine
Learning, Long Beach, California, PMLR 97, 2019.
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Top1 Acc. #Params
ResNet-152 (He et al., 2016) 77.8% 60M
EfficientNet-B1 79.1% 7.8M

ResNeXt-101 (Xie et al., 2017) 80.9% 84M
EfficientNet-B3 81.6% 12M

SENet (Hu et al., 2018) 82.7% 146M
NASNet-A (Zoph et al., 2018) 82.7% 89M
EfficientNet-B4 82.9% 19M

GPipe (Huang et al., 2018) † 84.3% 556M
EfficientNet-B7 84.3% 66M
†Not plotted

Figure 1. Model Size vs. ImageNet Accuracy. All numbers are
for single-crop, single-model. Our EfficientNets significantly out-
perform other ConvNets. In particular, EfficientNet-B7 achieves
new state-of-the-art 84.3% top-1 accuracy but being 8.4x smaller
and 6.1x faster than GPipe. EfficientNet-B1 is 7.6x smaller and
5.7x faster than ResNet-152. Details are in Table 2 and 4.

time larger. However, the process of scaling up ConvNets
has never been well understood and there are currently many
ways to do it. The most common way is to scale up Con-
vNets by their depth (He et al., 2016) or width (Zagoruyko &
Komodakis, 2016). Another less common, but increasingly
popular, method is to scale up models by image resolution
(Huang et al., 2018). In previous work, it is common to scale
only one of the three dimensions – depth, width, and image
size. Though it is possible to scale two or three dimensions
arbitrarily, arbitrary scaling requires tedious manual tuning
and still often yields sub-optimal accuracy and efficiency.

In this paper, we want to study and rethink the process
of scaling up ConvNets. In particular, we investigate the
central question: is there a principled method to scale up
ConvNets that can achieve better accuracy and efficiency?
Our empirical study shows that it is critical to balance all
dimensions of network width/depth/resolution, and surpris-
ingly such balance can be achieved by simply scaling each
of them with constant ratio. Based on this observation, we
propose a simple yet effective compound scaling method.
Unlike conventional practice that arbitrary scales these fac-
tors, our method uniformly scales network width, depth,
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Figure 5.8 Accuracies of models as a function of model size measured with ImageNet [92].

are easier to train. The depth scaling is the most common way in which the number of layers is

gained. This allows the network to capture richer and more complex features though too deep

networks are difficult to be trained. In the resolution scaling, channels of intermediate layers

are increased to extract a variety of information. They focused on an efficiency of the model

scaling, and systematically studied the scaling procedure.

A new compound scaling method was introduced in [92]. It uses a compound coefficient ϕ to

uniformly scale network width w, depth d and resolution r in a principled was as

d := αϕ,

w := βϕ,

r := γϕ,

where α, β, γ are constants that can be determined by a small grid search. The compound

scaling was demonstrated by scaling up the widely-used models, MobileNets [93] and ResNet [94]

with different ϕ, and better accuracy was achieved than that of other single-dimension scaling

methods. They also provided new models, EfficientNets, which were produced by scaling up a

baseline model, EfficientNet-B0. As a result, they overcame any other models in terms of the

accuracy with smaller parameter sizes.

Model for pileup identification

The model developed for the pileup identification is based on EfficientNet architecture. Ta-

ble 5.1 summarizes its architecture. It consists of a series of convolution layers for feature

extraction followed by a two-layer prediction part. The convolution part is composed of mobile

inverted bottleneck blocks MBConv [95] [96] with sqeeze-and-excitation optimization.

The smallest model in the EfficientNet family, EfficientNet-B0, was adopted due to the limited

computation resource. The structure of the convolution part is automatically defined by its

operators and the input resolution while the two fully connected layers were chosen in comparison
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Figure 2. Model Scaling. (a) is a baseline network example; (b)-(d) are conventional scaling that only increases one dimension of network
width, depth, or resolution. (e) is our proposed compound scaling method that uniformly scales all three dimensions with a fixed ratio.

and resolution with a set of fixed scaling coefficients. For
example, if we want to use 2N times more computational
resources, then we can simply increase the network depth by
↵N , width by �N , and image size by �N , where ↵, �, � are
constant coefficients determined by a small grid search on
the original small model. Figure 2 illustrates the difference
between our scaling method and conventional methods.

Intuitively, the compound scaling method makes sense be-
cause if the input image is bigger, then the network needs
more layers to increase the receptive field and more channels
to capture more fine-grained patterns on the bigger image. In
fact, previous theoretical (Raghu et al., 2017; Lu et al., 2018)
and empirical results (Zagoruyko & Komodakis, 2016) both
show that there exists certain relationship between network
width and depth, but to our best knowledge, we are the
first to empirically quantify the relationship among all three
dimensions of network width, depth, and resolution.

We demonstrate that our scaling method work well on exist-
ing MobileNets (Howard et al., 2017; Sandler et al., 2018)
and ResNet (He et al., 2016). Notably, the effectiveness of
model scaling heavily depends on the baseline network; to
go even further, we use neural architecture search (Zoph
& Le, 2017; Tan et al., 2019) to develop a new baseline
network, and scale it up to obtain a family of models, called
EfficientNets. Figure 1 summarizes the ImageNet perfor-
mance, where our EfficientNets significantly outperform
other ConvNets. In particular, our EfficientNet-B7 surpasses
the best existing GPipe accuracy (Huang et al., 2018), but
using 8.4x fewer parameters and running 6.1x faster on in-
ference. Compared to the widely used ResNet-50 (He et al.,
2016), our EfficientNet-B4 improves the top-1 accuracy
from 76.3% to 83.0% (+6.7%) with similar FLOPS. Besides
ImageNet, EfficientNets also transfer well and achieve state-

of-the-art accuracy on 5 out of 8 widely used datasets, while
reducing parameters by up to 21x than existing ConvNets.

2. Related Work

ConvNet Accuracy: Since AlexNet (Krizhevsky et al.,
2012) won the 2012 ImageNet competition, ConvNets have
become increasingly more accurate by going bigger: while
the 2014 ImageNet winner GoogleNet (Szegedy et al., 2015)
achieves 74.8% top-1 accuracy with about 6.8M parameters,
the 2017 ImageNet winner SENet (Hu et al., 2018) achieves
82.7% top-1 accuracy with 145M parameters. Recently,
GPipe (Huang et al., 2018) further pushes the state-of-the-art
ImageNet top-1 validation accuracy to 84.3% using 557M
parameters: it is so big that it can only be trained with a
specialized pipeline parallelism library by partitioning the
network and spreading each part to a different accelera-
tor. While these models are mainly designed for ImageNet,
recent studies have shown better ImageNet models also per-
form better across a variety of transfer learning datasets
(Kornblith et al., 2019), and other computer vision tasks
such as object detection (He et al., 2016; Tan et al., 2019).
Although higher accuracy is critical for many applications,
we have already hit the hardware memory limit, and thus
further accuracy gain needs better efficiency.

ConvNet Efficiency: Deep ConvNets are often over-
parameterized. Model compression (Han et al., 2016; He
et al., 2018; Yang et al., 2018) is a common way to re-
duce model size by trading accuracy for efficiency. As mo-
bile phones become ubiquitous, it is also common to hand-
craft efficient mobile-size ConvNets, such as SqueezeNets
(Iandola et al., 2016; Gholami et al., 2018), MobileNets
(Howard et al., 2017; Sandler et al., 2018), and ShuffleNets

Figure 5.9 Schematic of model scaling: (a) baseline network example, (b)-(d) one dimen-

sional scaling, and (e) compound scaling [92].

to the model with the single layer in terms of the performance.

Table 5.1 Model architecture for pileup identification. The operator MBConvn means the

MBConv block with an expansion factor of n.

Stage Operator Resolution #Channels #Layers

1 Conv3× 3 93× 44 32 1

2 MBConv1, k3× 3 46× 21 16 1

3 MBConv6, k3× 3 46× 21 24 2

4 MBConv6, k3× 3 23× 11 40 2

5 MBConv6, k3× 3 12× 6 80 3

6 MBConv6, k3× 3 6× 3 112 3

7 MBConv6, k3× 3 6× 3 192 4

8 MBConv6, k3× 3 3× 2 320 4

9 Conv1× 1 & Pooling & FC 3× 2 1280 1

10 FC 256 1

Model input

The input of the model is a distribution of the number of photons detected with each photo-

sensor on the inner face. Since the MPPCs are aligned in a matrix, the light distribution can

simply be regarded as a two-demential grayscale image of 93 × 44 pixels. The shift invariance

of the CNN is suitable for this application because the pileup γ-rays can be anywhere on the

image.

Although the model adopted for the pileup elimination uses only the light distribution on

the inner face as its input, it is also possible to use the light distributions on the other faces.

Indeed, the model which uses the light distribution on the inner and the outer faces was tried in

expectation of the improvement of the identification performance for the pileup γ-rays with deep

conversion points. However, it could not outperform the model only with the inner face. This
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can be because it fails to benefit from the increased information due to its poor architecture or

training procedure, and thus there is room for improvement.

Model output

The output of the model denotes how likely the event includes pileup γ-rays. If the event is

a single γ-ray event, it should be close to zero while if the event has multiple γ-rays, it should

be close to one.

Training dataset

The model was trained using a dataset generated with MC. It consists of two types of data:

for main γ-rays and for pileup γ-rays. The main γ-ray dataset includes only one γ-ray in each

event, and it was generated from the uniform energy spectrum from 20MeV to 100MeV. The

uniformity and the wide energy range make the model independent of deposited energy. The

energy independence is important since a fraction of pileup events in the background events

depends on the energy. If the model learns to exploit information of the energy, it may just

predict a high energy event as a pileup event, for example. The pileup γ-ray dataset was

resampled from the original pileup γ-ray data from muon decays in order to moderate its energy

dependence of the frequency as shown in Fig. 5.10. Otherwise, the training becomes much more

difficult as too many low energy pileup γ-rays appear, which are hardly found. The energy cut of

Eγ > 0.2MeV was also applied to ignore the pileup γ-rays which do not affect the reconstruction.

Approximately, 1.6 × 105 and 1.2 × 105 events were prepared for two types of the event,

respectively. A part of the samples was randomly selected at a fraction of 10% for each event

type. The selected samples were isolated from the others to be used to validate whether the

model is over-fitted to the training dataset.

For the training, events belonging to each class, i.e. single γ-ray events and pileup events, and

their class labels are required. The former events was simply prepared by sampling from the

main γ-ray dataset, which were labeled zero. The latter events were generated by mixing events

sampled both from the main γ-ray and the pileup γ-ray dataset assuming their hit timings are

the same. These events were given labels of one.

To be realistic, the noise data taken with the random trigger without the muon beam were

added to the simulated waveforms, and the light distribution was extracted by analyzing them.

In addition, the input pixels corresponding to the dead channels observed in the run 2021 were

masked (Fig. 2.68(d)).

Data pre-processing

Data pre-processing was applied to the inputs. Since there are some dead channels in the

LXe detector, the values of pixels corresponding to such channels were estimated by a mean of

surrounding pixel values. Normalization was applied with the maximum value to suppress an

energy dependent performance. Furthermore, the negative values were cut off and zero was set

instead to avoid unexpectedly large negative inputs; the number of photons calculated from the
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Figure 5.10 Energy spectra of the pileup γ-rays for the original (black) and the resampled

(red) dataset.
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Figure 5.11 Transition of the loss for the training (blue) and the validation (red) dataset.

integrated charge can be estimated to be negative if accidental pileup γ-rays are in a baseline

calculation region. These two operations assure the input values range from zero to one.

Training procedure

The model was trained to minimize a loss function of binary cross entropy using a stochastic

gradient decent with an initial learning rate of 0.01. The learning rate was reduced with cosine

annealing scheduler. The batch size was set to 200, and the training was stopped after 500

epochs. It took about 15 hours with Tesla P100-PCIE-16GB. The training successfully converged

and the loss for the validation dataset was reduced to the equivalent level for the training dataset

as shown in Fig. 5.11.
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Figure 5.12 Model outputs for the background events with a single γ-ray (black) and

multiple γ-rays (red).

Prediction

At the prediction stage, the model estimates how likely each event includes pileup γ-rays.

Fig. 5.12 shows distributions of the model outputs for the background events with a single γ-ray

or multiple γ-rays. Almost all single γ-ray events are estimated to be close to zero. On the

other hand, the distribution of multiple γ-ray events has two peaks around zero and one and

a tail in-between. The peak around zero derives from low energy pileup γ-rays, which are too

difficult to be identified, and the events with moderate energy pileup γ-rays distributes in the

middle. Otherwise, the events are successfully predicted to be near one.

Threshold scan

To decide whether an event has pileup γ-rays, the continuous output value given by the model

needs to be translated to a binary flag. This can be done by setting a certain threshold for the

value. A threshold scan was performed to maximize the signal-to-background ratio of the signal

likelihood Rsig defined as

Rsig := log10(
S(xi)

fRR(xi) + fAA(xi)
),

where fR and fA are fractions of RMD and accidental background, which are set to 0.1 and

0.9, respectively. Fig. 5.13(a) shows the Rsig distributions for signal and background events. A

signal box was defined by setting a lower threshold in these distributions, and the number of

background events in the box was counted. Fig. 5.13(b) shows the relation between the signal

efficiency and the number of background events with different thresholds of the model output,
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Figure 5.13 Threshold scan to decide the threshold for the model output. (a) Rsig distri-

butions for the background (black) and the signal events (red) for the threshold of 0.40.

The number of the backgrounds is normalized by the expected value for three years of data-

taking, and that of the signals is normalized assuming the branching ratio of 6×10−14. (b)

Relation between the number of backgrounds and the signal efficiency with the threshold

of 0.10 (black), 0.20 (red), 0.30 (blue), 0.35 (orange), 0.40 (green), 0.45 (magenta), 0.50

(gray), 0.6 (light blue) and 0.7 (violet). The number of backgrounds is normalized by the

maximum value.

and some values are summarized in Table 5.2. The threshold of 0.40 was chosen since the least

number of backgrounds was achieved at most signal efficiencies.

Table 5.2 The number of backgrounds at different signal efficiencies with the different

thresholds for the model output. The least value at each signal efficiency is written in

boldface.

Signal The number of backgrounds

efficiency 0.10 0.20 0.30 0.35 0.40 0.45 0.50 0.60 0.70

0.3 0.00022 0.00025 0.00027 0.00027 0.00021 0.00025 0.00026 0.00024 0.00027

0.4 0.00046 0.00047 0.00050 0.00050 0.00045 0.00050 0.00049 0.00050 0.00052

0.5 0.00095 0.00092 0.00098 0.00099 0.00084 0.00093 0.00093 0.00097 0.00091

0.6 0.00204 0.00186 0.00192 0.00178 0.00171 0.00177 0.00182 0.00182 0.00173

0.7 0.00488 0.00427 0.00411 0.00392 0.00368 0.00377 0.00378 0.00360 0.00355

5.2.2 Peak search and clustering of photosensors

The second step consists of peak searches and clusterings of photosensors. The pileup γ-rays

are searched for both in the light distribution and the timing distribution. The searches in the

two different distributions are complementary to each other since the former one mainly focuses

on the on-timing pileups while the latter focuses on the off-timing pileups. The information

from the deep learning model is used for the search in the light distribution on the inner face.
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Search in light distribution

The peak search in the light distribution finds local maxima of the number of detected photons

on the inner face and the outer faces separately. It is performed after applying two filters so

as not to pick up fake peaks, which are generated by the shower fluctuation or the noise. One

is re-binning to reduce the granularity of the MPPC readout in which 2× 2 channel values are

summed up while the re-binning is not applied to the PMTs. The other is a low-pass filter with

a moving average of 3 × 3 bins. They are applied both to the MPPC and PMT readout after

the re-binning. The channel whose excess of the number of photons over the expectation from

the surroundings is larger than a threshold of 200 photons as a nominal value is identified as a

peak center. A two-dimensional Gaussian is fitted to the found peak, and the energy is roughly

reconstructed from the integrated volume of the Gaussian.

The information from the deep learning model is used to select the peak search flow on the

inner face as shown in Fig. 5.14 in the belief that the model correctly tells us the existence of the

pileup γ-rays. If the model judges the event has only one γ-ray, the peak search is performed

with the nominal threshold. In the case that more than one peak is found by the peak search

against with the prediction, only the peaks whose reconstructed energies are larger than 10MeV

are regarded as true peak; otherwise the found peaks are discarded. This leads to avoiding

picking up fake peaks. If the model judges the event is not a single γ-ray event, the peak

search is repeated until more than one γ-ray is found lowering the threshold down to 30% of

the nominal one. This treatment helps it to find pileup γ-rays whose conversion positions are

deep, which cannot be found by the nominal threshold since the detected number of photons on

the inner face can be small. There is the case that no additional peak is found even with the

minimum threshold. In such a case, the peak search is given up, but the information that the

deep learning model regards the event as a pileup-like event is recorded for the next step.

In addition to the search in the normal light distribution, the search in the “inverted” light

distribution is carried out. This aims to identify the pileup γ-ray entering in the baseline

calculation region of the waveforms. The number of photons calculated from the integrated

charge is biased to be low if the baseline is calculated with the signals, and it can be negative

value with a large magnitude (Fig. 5.15). Since the magnitude can be larger as the pulse height

in the baseline region becomes higher, there can be a local minimum near the conversion point

of the pileup γ-ray. It is searched for in the light distribution after being multiplied by -1. This

peak search is performed only with the nominal threshold because the deep learning model is

insensitive to such pileup γ-rays, which are not included in the training samples.

The channels around the found peaks are clustered. The clustering starts from the peak

channel, and the neighboring eight channels whose detected number of photons are more than

the greater of either 50% of the peak channel value or 100 photons are added to the cluster. It

is repeated until the update of the members stops. If hit positions of γ-rays are close to each

other, some channels can be assigned to several clusters. Such channels are reassigned to the

cluster to which the distance from them is the shortest. The cluster timing and position are

defined by the pulse timing and the position of the peak channel.
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Figure 5.14 Flow of the peak search algorithm in the light distribution on the inner face.

Figure 5.15 Example of the light distribution of the event with a pileup γ-ray in the

baseline region. The purple region around the top face reflects the negative value due to

the pileup.

Search in timing distribution

The search in the timing distribution is performed on all the faces with the timing χ2 value

of each channel χ2
pm,i defined by 3.13 because the channels that are affected by the off-timing

pileups have large values (Fig. 5.16). The channels with χ2
pm,i > 50 are clustered face by face.

To avoid picking up the noise, channels with less than 50 photons or amplitude smaller than

5mV are ignored. The center of the cluster is defined by the mean of sensor positions in the

cluster, and the cluster timing is defined by the sensor timing of the central channel.

The clusters are merged based on the distance between the cluster centers in the u, v and θ

directions. The criteria are defined depending on the combination of the faces of the clusters

as summarized in Table 5.3. The thresholds, dthr and θthr, are set to 18.6 cm and 16.75◦,

respectively, which are defined based on the distance between the sensors.
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Figure 5.16 Example of the χ2
pm,i distribution of the event with an off-timing pileup γ-ray.

The channels in red have large values.
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Figure 5.17 Flow of the unfolding algorithm of sum waveforms. It consists of two parts:

cluster sum waveform analysis (left part) and total sum waveform analysis (right part).

5.2.3 Unfolding of sum waveform

Finally, the multiple γ-rays are unfolded using sum waveforms to reconstruct the energy of

the main γ-ray. The algorithm is composed of mainly two parts as shown in Fig. 5.17. The first

part analyzes the sum waveform of channels in each cluster. The second part analyzes the sum

waveform of all channels. The results are combined, and they are used for fitting of template

waveforms.

Cluster sum waveform analysis

The sum waveforms in each cluster are analyzed to extract the timings and energies of the

cluster. The sum waveform is generated for MPPCs and PMTs separately by summing up

the individual waveforms weighted by the sensor responses used in the energy reconstruction

(Eq. (3.17)), which enables the reconstruction of the γ-ray energy directly from the area of the



Chapter 5 γ-ray Background Reduction by Pileup Elimination 140

Table 5.3 Criteria to merge clusters found by the timing based clustering. dX is given by

the magnitude of the difference of X between the two clusters.

Face
Criterion

Cluster 1 Cluster 2

Inner

Inner
√
du2 + dv2 < dthr

Outer dθ < θthr ∩ dv < dthr

Upstream
(dθ < θthr × 1.5 ∪ du < dthr × 1.5) ∩ dv < dthr

Downstream

Top
(dθ < θthr ∪ du < dthr) ∩ dv < dthr × 1.5

Bottom

Outer

Outer dθ < θthr ∩ du < dthr

Upstream
dv < dthr

Downstream

Top
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sum waveform. The timings of waveforms are shifted by time offsets and propagation times from

the reconstructed γ-ray hit position of each channel, which are used for the timing reconstruction

(Sec. 3.5).

A peak search is applied to two shaped waveforms: a differential waveform and a moving-

averaged waveform. The differentiation of the waveform is calculated by taking the difference

between amplitudes of two points given points apart each other. Before taking the differentiation,

a low-pass filter of the moving average is applied to reduce zig-zag structures due to the noise.

The peak search tries to find local minima below a given threshold. The threshold is defined

as RMS on the baseline multiplied by a certain factor. The parameters for the shaping and the

peak search are summarized in Table 5.4. The peak search algorithm in the two waveforms is

performed in two steps (Fig. 5.18). First of all, it is applied to the differential waveform. The

threshold for the differential waveform becomes too low to find any pulses when the number

of channels used for the sum is small. In such a case, pulses are searched for in the moving-

averaged waveform. Note that the pulses which are close to each other can be detected better

in the differential waveform since they can be separated by the differentiation while the moving

average smears them.

The pulse timings and energies are extracted from the original sum waveforms based on the
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Figure 5.18 Two examples of the cluster sum waveforms: the original sum waveforms in

black, the differential waveforms in orange, the moving-averaged waveforms in light blue.

(a) Peak search is applied to the differential waveform and (b) to the moving-averaged

waveform. The peak search thresholds are given by the dashed line in violet and green,

respectively.

found peak timings. The pulse timings are defined by the constant fraction method. The energies

are calculated by integrating the waveforms. The pulses found in the different clusters whose

extracted timings are within 15 ns are merged. Note that the on-timing pileups are merged to

the main γ-ray here since they cannot be unfolded by the waveform.

Table 5.4 Parameters for the waveform shaping and the peak search.

Waveform Parameter Value

Differential

Averaging points 29 points

Differential points 5 points

Threshold 10× RMS on baseline

Moving-averaged
Averaging points 21 points

Threshold 15× RMS on baseline

Total sum waveform analysis

The sum waveforms of all MPPCs and PMTs are generated in the same way. The peak search

is applied only to the differential waveform of the PMTs since a larger statistical fluctuation and

noise fluctuation can be expected when the MPPC PDE gets smaller. The pulse timings and

energies are extracted from the sum waveforms both of the MPPCs and the PMTs referring to

the peak timings in the PMT waveform. For each of the MPPC and the PMT, the pulses in the

sum waveforms are merged with the pulses found in the cluster sum waveforms based on the

timings.

Now, we have a list of pulses, each of which corresponds to a temporally separated γ-ray.

The pulses are unfolded by fitting the superposition of Npulse template waveforms to the total

sum waveforms independently, where Npulse is the number of pulses in the list. The template

waveforms are created from the sum waveforms of many single γ-ray events as shown in Fig. 5.19.

A relative event-by-event fluctuation of the pulse shape is also computed from the standard
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Figure 5.19 Superimposition of sum waveforms of (a) the MPPCs and (b) the PMTs. The

amplitude is normalized and the pulse timing is aligned event by event. The second peak

in the PMT waveform at 250 ns is due to a reflection of the signal.

deviation of the amplitude at each timing as shown in Fig. 5.20, which is used to weight the

difference of amplitudes between the raw waveform and the estimated waveform at each timing

in the fitting. The fitting parameters are the timing and amplitude of each pulse, and the

baseline. The extracted pulse timings and energies from the waveform analyses are used as

initial values for them. In the fitting, the deviation of the raw waveform and the sum of the

template waveforms is minimized. Fig. 5.21 shows a typical sum waveform with pileups. The

sum waveforms are unfolded to two pulses. The energy of each γ-ray is reconstructed from the

fitting results. The pulses in the MPPC waveform and the PMT waveform are merged by the

timings. A pair of pulses whose timings are closest to the trigger timing is regarded as the main

γ-ray.

5.2.4 Event status assignment

At the end, an event status is assigned based on the results of the three steps. There are five

categories as follows:

• NoPileup : No pileup is found, and the fitting in the total sum waveform successfully

converges with a single pulse.

• Unfolded : More than one γ-ray is found, and they are successfully unfolded.

• Coincidence : On-timing pileup γ-rays are found, which cannot be unfolded.

• DLRejected : The deep learning model identifies pileups, but no pileup γ-ray is found

with the others.

• NotConverged : The fitting in the total sum waveforms fails to converge.

The third status is assigned to the events in which a pileup γ-ray found with the peak search

at the second step are merged to the main as a result of the cluster sum waveform analysis.
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Figure 5.20 Event-by-event fluctuation of the sum waveform of (a) the MPPCs and (b)

the PMTs defined by the standard deviation of amplitudes at each bin in Fig. 5.19. The

local minima at 120 ns (MPPC) and 100 ns (PMT) are due to the normalization at the

peak of the waveform.
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Figure 5.21 Sum waveform unfolding for a typical waveform with a pileup γ-ray of (a) the

MPPC sum waveform and (b) the PMT sum waveform. The original waveform is shown

in black with the differential waveform (orange) and the moving-averaged waveform (light

blue). The waveform is deconvoluted to two pulses (red and green). The difference between

the original waveform and the sum of deconvoluted waveforms is shown in gray. The two

pulses are found by the peak search in the total PMT waveform with the threshold (dashed

line in violet).

There is the case that the main γ-ray is found in the sum waveform of the pileup cluster in

addition to the pileup pulse when their hit positions are close to each other. The found main

γ-ray pulse is merged to the pulse found in the main γ-ray cluster since they have exactly the

same timings. In order to avoid regarding such a case as the coincidence event, only the pulse

whose extracted timing is the closest to the cluster timing is thought to be an on-timing pileup

γ-ray pulse. Since the cluster timing is defined by the sensor timing of the representative, i.e.

the peak/central channel of the cluster found in the light/timing distribution, the main pulse

in the cluster has the closest timing to the cluster timing. The main γ-ray cannot be the main

pulse in the pileup cluster, and thus the misidentification is suppressed.
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The fourth category corresponds to the case the peak search in the light distribution fails

to find more than one γ-ray even with the lower threshold. This can be caused both by the

misidentification of the deep learning model or the incompleteness of the peak search algorithm.

There is also the case the second peak is found in the light distribution, but no pulse is found

with the waveform analysis when the second peak results from the noise.

The fifth status relies on the fitting result of the total sum waveforms. If there are pileup

γ-rays which are not found by the former analysis, the sum of the fitted waveforms can differ

from the raw waveform. Even if it is not the case, the fitting can fail when the noise is too

large or too many pulses are in a short time range. The failure is detected by the deviation

of the waveforms; the fitting is thought not to converge if the deviation is larger than a given

threshold. The threshold is defined by ten times of the mean of the baseline deviation in order

to consider the noise effect.

The first and the second statuses are the cases that γ-ray energies succeed in being recon-

structed while the others are not. Therefore, the events having any of the latter three statuses

are discarded from the analysis.

5.3 Performance evaluation with MC

The expected performance of the series of algorithms was evaluated with the MC for the

full channel readout configuration. The MPPC PDE was set to 13% for all. To make the

simulation realistic, noise data at the amplifier gain of 1 taken in 2021 were added to the

simulated waveforms, and the signals of dead channels were discarded based on the knowledge

in 2021. Hereafter, the performance of each algorithm is explained step by step followed by

discussions on the contribution from the noise and the dead channels, and the effects of smaller

MPPC PDEs and the precision of the sensor calibration.

5.3.1 Performance of each algorithm

Identification of pileup events with deep learning

In order to show how well the deep-learning-based identification works, the performance of

the deep learning algorithm is compared to that of the peak search in the light distribution on

the inner face with the nominal threshold, which uses the same distribution as inputs.

Fig. 5.22 compares the fractions of the pileup events correctly identified as a function of the

conversion depth of the pileup γ-ray. In the shallow region, the performance of the two methods

is equivalent. In the deep region, however, the fraction of the peak search method decreases

rapidly while the other keeps the high detection efficiency. Fig. 5.23 shows an event example in

which a pileup γ-ray converts in the deep region. Since no clear peak is made on the inner face

by the deep pileup γ-ray hit, the peak search on the inner face cannot identify the second peak.

On the other hand, the deep learning model predicts the event is likely to include pileup γ-rays

with the output of 0.98.

Another event example is shown in Fig. 5.24 which has a single γ-ray. The peak search method
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finds the very local peak that derives from the conversion of a γ-ray escaped from the shower

in addition to the main peak. On the other hand, the deep learning model predicts the event

should be a single γ-ray event with output of 0.03.

Fig. 5.25 shows an example of event in which γ-rays enter the edge of the detector. A part of

the light distribution originating from each γ-ray on the inner face is broken. However, it does

not affect the prediction, and the model successfully outputs the value of 0.99. Fig. 5.26 shows

the fractions of the pileup events correctly identified as a function of the u position of the main

γ-ray. The fraction is kept high even near the edge of the fiducial volume.

Fig. 5.27 shows the relations between the number of backgrounds and the signal efficiency of

the two methods. The number of backgrounds is normalized by that after applying the pileup

elimination method in the previous study [62]. The smaller number of background events at

the same signal efficiency is achieved by the deep-learning-based rejection because of the higher

detection efficiency in the deep region and the tolerance to the fake peaks.

Although the deep learning model succeeds in achieving the high performance, it has a weak

point that its prediction lacks the information of the found pileup γ-rays; it can only give whether

the event is a pileup event or not while the peak search can tell us which peak is identified. The

disadvantage makes it difficult to utilize its result in the following waveform unfolding. On the

other hand, the low performance of the peak search in a deep region partly comes from the fact

that the peak search threshold is set to a value high enough not to pick up the fake peaks. In

other words, the peak search can find more pileup γ-rays if a lower threshold is used though

this cannot be realized because of the existence of the fake peaks. Therefore, the operation to

select the peak search flow based on the deep learning prediction is adapted to make use of each

strength as explained in Sec. 5.2.2.

The success of the deep learning model can result from the optimization of the peak search

procedure in the model. As explained in Sec. 5.2.2, the re-binning and the low-pass filter are

explicitly applied in the peak search method to avoid picking up the fake peaks. This kind

of process is done automatically in the CNN layers and the strength of the filtering and the

threshold are optimized during the training. In fact, the two strengths of the deep learning

discussed above imply that the deep learning model recognizes the peak-like structure not from

a local peak structure but from more global one, which can be accomplished by the optimization.

Peak search and clustering of photosensors

Fig. 5.28 shows the energy spectra of the background γ-rays. The events in which more

than one γ-ray is found with the peak search method are rejected. A pileup identification by

waveform [62] is also applied to reduce the off-timing pileups, which searches for pileup γ-rays in

the sum waveform by detecting an excess from the template waveform. The algorithms reduce

59% of the background events between 51.5MeV and 54MeV in total (red), which is dominated

by the contribution from the peak search in the light distribution on the inner face (blue).

Not only the background events but also the signal events with pileup γ-rays or fake peaks

are rejected, which results in the signal inefficiency. If we simply discard all the pileup identified



Chapter 5 γ-ray Background Reduction by Pileup Elimination 146

0 10 20 30 40
 (cm)γw

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

fr
ac

ti
on

Figure 5.22 Detection efficiency of the pileup γ-rays for the peak search method (black)

and the deep learning model (red) as a function of the conversion depth of the pileup γ-ray.

events, the signal inefficiency is estimated to be 27% including 10% rejection of single γ-ray

events.

Unfolding with sum waveform

Fig. 5.29 shows the simulated energy spectrum of the background γ-rays with the sum wave-

form unfolding (blue). As shown in Fig. 5.30, the signal efficiency is recovered by 19% with

an increase in the background events of 8% (green) compared to the rejection based on the

peak search result (light blue). This would result in a better branching ratio sensitivity. The

signal inefficiency of 7% coming from 4% of Coincidence, 2% of DLRejected and 1% of

NotConverged event statues includes 5% rejection of single γ-ray events.

5.3.2 Effect of noise

The performance described above was evaluated by mixing the noise data to simulated wave-

forms in order to include non-Gaussian effects such as a correlated noise among channels and

a spike. Here, the performance difference between a simulated Gaussian white noise and a real

noise is discussed. Note that the noise level of the simulated noise is the same as the observation:

0.7mV RMS.

Fig. 5.31(a) shows the predictions of the deep learning model for a single γ-ray with the real

noise data. The distribution of the model trained with the real noise peaks at zero (black).

On the other hand, that trained with the simulated noise tends to output higher values and

forms a peak at one (red) while it correctly predict most of events to be zero for the simulated

noise events (blue). This result implies that the real noise has an effect to create fake peaks,

which deceives the model, and the deterioration can be moderated by training the model with

the real noise. The predictions for multiple γ-ray events with the real noise are also shown in
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Figure 5.23 Example of an event with a pileup γ-ray that converts at a deep position.

(a) The light distribution and (b) the particle track. The deep learning model predicts the

event as a pileup event while the peak search on the inner face does not find the second

peak. The scale of the bar is in the unit of MeV.

Fig. 5.31(b). In this case, no apparent difference is observed between the outputs of the model

trained with the simulated noise for the two types of events though the peak at one of the model

trained with the real noise is higher than the others. This indicates the noise difference does

not affect the detection of pileup γ-rays so much.

A possible cause of the misidentified peak in the single γ-ray distribution is a correlated noise,

which is not included in the simulated noise. As shown in Fig. 5.32, adjacent channels in the LXe

detector are connected to the same WDB. Fig. 5.33 shows the noise distribution of the MPPCs

added to the simulated waveforms. There are noises which coherently arise in the channels of

the same WDB, which results in a cluster of channels whose energies are consistently bias to be

positive or negative, and this cluster can be misidentified as a contribution of a pileup γ-ray.

Fig. 5.34 shows an example of a single γ-ray event with the simulated noise or the real noise.
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Figure 5.24 Example of an event only with a main γ-ray. (a) The light distribution and

(b) the particle track. The arrows point to a fake peak generated by a γ-ray escaped from

the shower. The deep learning model predicts the event as a single γ-ray event correctly

while the peak search on the inner face picks up the fake peak. The scale of the bar is in

the unit of MeV.

The correlated noise forms a peak-like structure resulting in a misidentification of the pileup

event. The deep learning model trained with the simulated noise successfully predicts the event

is not likely a pileup event with the output of 0.0050 for the simulated noise event (Fig. 5.34(a))

while it incorrectly outputs the value of 0.92 for the real noise event (Fig. 5.34(b)). This

misidentification, however, can be corrected by training the model with the real noise, and the

output value decreases to 0.0031.

To see the effect of the coherent noise, the noise data are added shuffling the channel assignment

on the inner face. This operation simulates with the same noise level, but ignoring the clustered

noise structure (Fig. 5.34(c)). Fig. 5.35(a) shows the predictions of the model trained with

the simulated model for the different noise datasets. The shuffle reduces the fraction of the
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Figure 5.25 Example of an event in which γ-rays enter the edge of the detector. The main

and the secondary γ-rays hit at (u, v, w) = (−5.63,−60.24, 3.46), (−27.92, 59.51, 1.61) cm,

respectively. There is another γ-ray hit in the baseline calculation region, i.e. 76.12 ns

before of the main, at (u, v, w) = (10.11, 23.53, 2.40) cm, which is a source of the depression

on the outer face.
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Figure 5.26 Detection efficiency of the pileup γ-rays for the peak search method (black)

and the deep learning model (red) as a function of the u position of the main γ-ray.

misidentification to some extent (red), but there is still a peak around one, which can come

from the other effects such as larger noise channels than the simulation. Fig. 5.35(b) shows

the predictions of the models trained with the real noise with and without the shuffle for the

shuffled noise datasets. The fraction of the model trained without the shuffle around one (black)

is higher than that with the shuffle (red), which also implies the coherent noise contributes to

form a peak-like structure. However, the difference is found to vanish if the models are trained

in the same noise situation with the prediction (Fig. 5.35(c)). These facts tell us the sensitivity

to the noise situation of the model and the importance to tune the model to the noise situations

in order to maximize the model performance.
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Figure 5.27 Relation between the number of background events and the signal efficiency

(Eγ = 51.5–54MeV) for the peak search method (black) and the deep learning model (red)

when the events in which more than one γ-ray is found are rejected. The different points

for the deep learning model correspond to the different thresholds for the rejection. The

optimal point (threshold = 0.40) is in blue.
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Figure 5.28 Energy spectra of the simulated background γ-rays without the peak search

and clustering method (black) and with all the elimination methods (red), the search with

the light distribution on the inner face (blue) and on the outer face (orange), and the search

in timing distribution (green). A pileup identification by waveform [62] is applied to reduce

the off-timing pileups.
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Figure 5.29 Energy spectra of the simulated background γ-rays without the peak search

and clustering method (black), with the peak search elimination methods (red) in addition

to the pileup identification by waveform [62], and with the waveform unfolding (blue).
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Figure 5.30 Relation between the number of background events and the signal efficiency

(Eγ = 51.5–54MeV) for the unfolding method (green) in addition to those for the peak

search method (light blue) and the deep learning model (red) when the events in which

more than one γ-ray is found are rejected. The different points for the deep learning model

correspond to the different thresholds for the rejection. The optimal point (threshold =

0.40) is in blue.
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Figure 5.31 Predictions of models for (a) single γ-ray events and (b) multiple γ-ray back-

ground events to which real noises are added. The models are trained with a real noise

(black) and simulated noise (red). The predictions of the model trained with a simulated

noise for simulated noise events are also shown (blue).
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Figure 5.32 Assignment of readout electronics channels in run 2021. The adjacent chan-

nels in the same color are connected to the same WDB.

5.3.3 Effect of dead channels

The existence of dead channels can worsen the performance of the pileup elimination by loosing

their information. Its effect was evaluated by comparing the case in which no dead channel is

assumed to the case in which the dead channels found in the run 2021 are considered: 30 channels

for the MPPCs and 28 channels for the PMTs.

Fig. 5.36 compares the predictions of the deep learning models trained with and without the

dead channels for the background events under the same dead channel assumption with the

training. No significant difference is observed in the distribution. The distribution of the model

trained without dead channels for the background events with dead channels is also shown in

the same plot (blue). There is little difference compared to the others as well. It is also found

that the overall elimination power of a series of the algorithms is consistent within 1% precision.
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Figure 5.33 Noise distribution measured in run 2021 at gain 1. (a) Mean and (b) standard

deviation of the number of photons overO(103) events for each channel are shown. Different

offsets among the WDB are seen in (a). The striped pattern in (b) is due to the MPPC

lot dependence of the correlated noise.

These observations tell us that the dead channels at the level observed in the run 2021 hardly

affect the performance of the elimination.

5.3.4 Effect of PDE degradation

As discussed in Sec. 3.1.1, the LXe detector will be operated with the annual annealing to

keep the reasonable MPPC PDE from 16% down to 2%. The effect of the reduced PDE can be

partly compensated by increasing the electronics gain, but the lower signal-to-noise ratio can

affect the pileup elimination performance. Therefore, the performance was also evaluated at

lower PDEs. The amplifier gain was also changed accordingly following Table 3.3.

Fig. 5.37 shows the relations between the number of backgrounds and the signal efficiency

when the MPPC PDE is 13% and 2%, where the deep learning model is trained with data at

PDE of 13%. Both of the number of backgrounds and the signal efficiency increase due to the

lower PDE. Fig. 5.38 compares those for 2% PDE, where the deep learning model is trained

with data at PDE of 13% and 2%. The number of backgrounds for the model trained at 2%

PDE is less at the optimal point while the signal efficiency is equivalent. As a result, that after

being applied all the algorithms is slightly smaller with the similar signal efficiency.

Table 5.5 summarizes the number of backgrounds and the signal efficiency for the different

MPPC PDEs. The number of backgrounds and the signal efficiency tend to increase as the PDE

gets lower, which results from the gained insensitivity to both of true and fake peaks with small

sizes. The difference between the models trained assuming the fixed PDE and the corresponding
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(a)

(b)

(c)

Figure 5.34 Example of an event without a pileup γ-ray when (a) simulated noise or (b)

real noise is added. For (c) real noise is added like (b), but the channel assignment of the

MPPCs is randomly shuffled.

PDEs is not significant.

5.3.5 Effect of uncertainty from calibration

The reconstructed number of photons can fluctuate and be biased due to the statistical and

systematic errors in the calibration, which can affect the performance. The statistical uncertainty

of the calibration factor was estimated to be 4% both for the MPPCs and the PMTs (Sec. 3.1.1).

The systematic uncertainty was estimated by a half of the difference between the measured
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Figure 5.35 Predictions of models for single γ-ray background events. (a) The results for

the real noise before (black) and after (red) the shuffle, and the simulated noise data (blue).

The models are trained with the simulated noise. (b) The results for the shuffled real noise

data. The models are trained with the real noise without (black) and with the shuffle (red).

(c) The results for the real noise data without/with the shuffle predicted by the models

trained with the real noise without/with the shuffle (black/red). The predictions of the

model trained with a simulated noise for simulated noise events are also shown in all (blue).

calibration factors and those after applying the correction to get a uniform sensor response for

CW γ-ray data as shown in Fig. 5.39. The effects of these uncertainties were investigated by

artificially changing the calibration factors in the prediction stage while keeping the original

values in the training stage. The factors were first systematically changed for the systematic

uncertainty and then randomly fluctuated with 5% or 10% standard deviation. As a result, no

deterioration of the performance was observed.
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Figure 5.36 Prediction of models for (a) single γ-ray events and (b) multiple γ-ray back-

ground events without (black) and with (red, blue) masking dead channels. The models

are trained without (black, blue) and with (red) masking dead channels.
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Figure 5.37 Relation between the number of background events and the signal efficiency

(Eγ = 51.5–54MeV) for the unfolding method (violet/green) and the deep learning model

(black/red) when the events in which more than one γ-ray is found are rejected when

MPPC PDE is 13%/2%. The model is trained with dataset at MPPC PDE of 13%. The

different points for the deep learning model correspond to the different thresholds for the

rejection. The optimal point (threshold = 0.40) is in light blue/blue.

5.3.6 Summary of performance

The performance of the pileup elimination algorithms were evaluated taking the real noise

situation and the dead channels into account. In total, the number of backgrounds was reduced

by 51% keeping the signal efficiency of 93% for 51.5–54MeV. The effects of the PDE degra-

dation and the accuracy of the calibration parameters were also discussed. The lower PDE

was found to increase both of the number of backgrounds and the signal efficiency by 9% and
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Figure 5.38 Relation between the number of background events and the signal efficiency

(Eγ = 51.5–54MeV) for the unfolding method (green/violet) and the deep learning model

(red/black) when the events in which more than one γ-ray is found are rejected when

MPPC PDE is 2%. The model is trained with dataset at MPPC PDE of 13%/2%.The

different points for the deep learning model correspond to the different thresholds for the

rejection. The optimal point (threshold = 0.40) is in blue/light blue.

Table 5.5 Number of backgrounds and signal efficiency for different MPPC PDEs (Eγ =

51.5–54MeV) when the deep learning model is trained at a fixed PDE of 13% or each PDE.

PDE
Trained at PDE 13% Trained at each PDE

Nbg signal efficiency Nbg signal efficiency

13% 0.491 0.930 0.491 0.930

8% 0.468 0.950 0.486 0.956

4% 0.489 0.944 0.485 0.942

2% 0.584 0.962 0.576 0.962

3% at most, respectively. The increase of the background events was much smaller compared

to the total amount of the reduction power, and thus the algorithms work even at the lower

PDE. The possible error of the calibration turned out to be negligible in terms of the pileup

elimination. Therefore, it is concluded that the pileup elimination algorithms can greatly sup-

press the background γ-rays with the high signal efficiency even under the realistic experimental

condition.
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Figure 5.39 Systematic uncertainty for calibration (a) in a 2D map and (b) in histograms

for MPPCs (black) and PMTs (red).
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Chapter 6

γ-ray Background Reduction with RDC

In the µ+ → e+γ analysis of the MEG II experiment, the number of signal events is estimated

with the maximum likelihood analysis, which is discussed in Sec. 2.4. The information from the

RDC can be used to reject background-like events, but this decreases the signal efficiency due

to the accidental coincidence of a signal γ-ray hit at the LXe detector and a positron hit at the

RDC. Instead, we use the RDC information in the likelihood function by introducing the PDFs

of the RDC observables. This allows the maximum use of the RDC information in terms of the

sensitivity. In this chapter, the implementation of the RDC PDFs and the procedure to make

them are discussed.

6.1 Concept

The likelihood function consists of PDFs of signal, RMD and accidental background.

In the MEG experiment, the likelihood function was defined for the five observables

(Eγ , Ee+ , te+γ , ϕe+γ , θe+γ). Here, we extend it to include the three RDC observables

(tusrdc, t
ds
rdc, E

ds
rdc) to improve the background discriminant power in the MEG II experiment. Note

that the timing measured with the upstream RDC, tusrdc, is included in the following discussion

for the future application though it is excluded for the sensitivity calculation in Chap. 7.

6.1.1 Correlations between observables

Dependence of relevant variables was investigated to decide how to generate the PDFs because

correct treatment of them is important in order to perform the physics analysis accurately*1.

From now on, the correlations among the parameters are described.

*1 The effect of the RDC on the branching ratio sensitivity in [2] was overestimated due to the ignorance of

Eγ dependence. The detection efficiency and the fraction of the RMD events were assumed to be constant

in the calculation. In fact, however, they decrease as Eγ gets close to the signal energy as is discussed in

this section, which results in a smaller sensitivity improvement.
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Figure 6.1 (a) Simulated Eγ spectra and fractions of total (black), RMD (blue) and AIF

(red) events.

44 46 48 50 52 54
 (MeV)γE

0

0.2

0.4

0.6

0.8

1

ef
fi

ci
en

cy

Figure 6.2 Simulated detection efficiency of the RMD positrons with the downstream

RDC, which is defined by the number of events with a hit at the RDC over the number

of events in which the RMD positrons are emitted toward downstream. The inefficiency

mainly comes from the geometrical acceptance.

Eγ vs. (tusrdc, t
ds
rdc, E

ds
rdc)

The main sources of accidental background γ-rays are RMD and AIF. Fig. 6.1(a) shows the

Eγ spectra of each event type. The number of the RMD events decreases rapidly as Eγ gets

close to the signal energy while that of the AIF decreases gently. As a result, the fraction of

RMD events drops in the higher energy region as shown in Fig. 6.1(b), which indicates that the

fraction of events detected by the RDC decreases accordingly. Moreover, the detection efficiency

of RMD positrons is lower for high energy γ-rays since the energies of positrons accompanied

by such γ-rays are low (Fig. 6.2). Therefore, all the RDC observables depend on Eγ .
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Figure 6.3 Simulated energy spectra of RMD positrons detected by the downstream RDC

with Eγ of 48–49.75MeV (black), 49.75–51.50MeV (red) and 51.50–53.25MeV (blue).

Eγ vs. Eds
rdc

In addition to the probability to detect RMD positrons, the Eds
rdc distribution itself has a

kinematical correlation with Eγ since the γ-ray detected by the LXe detector and the positron

detected by the RDC originate from the same muon decay. However, the dependence is small

enough to be negligible (Fig. 6.3).

tusrdc vs. (tdsrdc, E
ds
rdc)

The positrons from RMD events with high energy γ-rays are swept away either to the upstream

or downstream of the muon stopping target. This means that when an RMD positron is detected

by the downstream RDC, it must not be detected with the upstream RDC, and vice versa.

Therefore, the probabilities of the upstream and downstream RDC to detect the RMD positrons

correlate with each other.

tdsrdc vs. Eds
rdc

The RMD positrons fly along different paths depending on their energies. Fig. 6.4 shows the

correlation between tdsrdc and Eds
rdc of the RMD positrons under the condition of Eγ > 48MeV.

Not only the difference in the width of the first peak but also the existence of the second peak

only for low energy positrons can be seen in the timing distribution. The second peak comes

from the positrons which rebound from the upstream after hitting some materials.

6.1.2 Format

The PDFs should return the probability density to observe a given observable set, which is

usually realized by a function with some parameters. As shown in the previous section, however,

the distributions of the RDC observables have too complex forms to be parametrized. Therefore,

we decided to use a non-parametric implementation with four dimensional histograms instead
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Figure 6.4 Correlation between the timing and energy of RMD positrons detected by the

downstream RDC (Eγ > 48MeV).

of certain functions.

The RDC PDFs are defined for the analysis region of Eγ . The timing PDFs range from −20 ns

to 28 ns. Their last bins contain entries where there is no hit observed in the time range. The

Eds
rdc PDFs are defined in 0–50MeV. The first bins corresponding to negative energy are filled

with the no hit entries.

6.2 Procedure to make PDFs

Fig. 6.5 shows the projections of the signal and accidental background PDFs. Since the RDC

detects the positrons from the RMD, which is a source of the accidental background γ-rays, there

is a peak deriving from such positrons in the accidental background PDF while only accidental

hits of Michel positrons are in the signal PDF. The procedures to make these PDFs are as

follows.

6.2.1 Signal PDF

In the signal events, the positrons from signal muon decays follow trajectories with large

radii such that they hit the positron spectrometer, and thus they cannot hit the RDC since its

acceptance is small enough. Therefore, only accidental Michel positrons leave hits in the signal

events.

The timing PDFs for the signal events are created assuming a certain hit rate, which is defined

from the muon beam rate and the hit probability. The hit rate can be calculated directly from

data by counting the number of events in the timing sideband as demonstrated in Sec. 4.2.2.

The Eds
rdc distribution, i.e. the Michel positron energy distribution, is also obtained from data in

the timing sideband.

Since there are no upstream-downstream correlation and no dependence on the γ-ray energy,

the signal PDF can be simplified as
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SRDC(t
us
rdc, t

ds
rdc, E

ds
rdc) = SRDC(t

us
rdc) (6.1)

× SRDC(t
ds
rdc|Eds

rdc)

× SRDC(E
ds
rdc).

Note that the timing-energy dependence of the downstream RDC remains since they are depen-

dent on each other in terms of whether there is a hit or not.

6.2.2 RMD PDF

The positrons in the RMD events which are physics backgrounds do not hit the RDC as well,

and so the RMD PDF can be created in the same way as the signal PDF.

6.2.3 Accidental background PDF

As described in Sec. 6.1.2, there are correlations among the RDC observables and the energy

of γ-ray in the accidental background events. They can be included in the accidental background

RDC PDF as the conditional probability:

ARDC(t
us
rdc, t

ds
rdc, E

ds
rdc|Eγ) = ARDC(t

us
rdc|Eγ , t

ds
rdc, E

ds
rdc) (6.2)

× ARDC(t
ds
rdc|Eγ , E

ds
rdc)

× ARDC(E
ds
rdc|Eγ).

The accidental background RDC PDF can be created from data just by filling the histogram

with the observed parameter sets. It was, however, found to require a huge amount of statistics,

and thus a dedicated approach is taken, which will be discussed in the next section.

For simulation studies using MC, the accidental background PDF is generated by mixing the

simulated distributions of RMD and Michel positrons taking the dependence of the parameters

described above into account. Fig. 6.6 depicts the process for the generation. Firstly, an event

type of the γ-ray trigger is selected from RMD or AIF based on their trigger fractions. Then, Eγ

is decided with the energy spectrum of the event type. If RMD is selected, the direction of the

RMD positron and whether it is detected by either RDC are decided. If the positron is detected

by the upstream RDC, the hit timing is chosen from the simulated timing distribution. In the

case the positron is detected by the downstream RDC, the positron energy is chosen from the

energy distribution in addition to the hit timing. Then, contribution from Michel positrons is

simulated based on the hit rate and the energy is chosen from the energy distribution of Michel

positrons. If AIF is selected, only accidental hits of Michel positrons should be considered.

Finally, one hit whose timing is the closest to the timing center is chosen from a set of hits for

the upstream and downstream RDC, respectively.



Chapter 6 γ-ray Background Reduction with RDC 164

20− 10− 0 10 20 30

9−10×

 (s)us
rdct

2−10

1−10

1

(a)

20− 15− 10− 5− 0 5 10 15 20 25 30

9−10×

 (s)ds
rdct

2−10

1−10

1

(b)

0.01− 0 0.01 0.02 0.03 0.04 0.05
 (GeV)ds

rdcE

5−10

4−10

3−10

2−10

1−10

1

(c)

Figure 6.5 Projection of RDC PDFs for signal (black) and accidental background (red)

to (a) tusrdc, (b) t
ds
rdc and (c) Eds

rdc.

Figure 6.6 Process to create accidental background RDC PDF from MC simulation.

6.3 Statistical limitation and its solution

As mentioned in the previous section, the accidental background RDC PDF can be obtained

directly from data in principle. This implementation requires sufficient entries in each bin for

stable estimation of the number of signal events. In this section, the problem of statistical

limitation and its solution are explained.
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Figure 6.7 (a) Upper limits on the number of signals for 4000 pseudo experiments and

(b) deviation of upper limits from those calculated using the accidental background PDF

generated with 1 × 109 events. Each color corresponds to the results using the PDF

generated with 1× 109 (black), 1× 108 (red), 1× 107 (blue) and 1× 106 (green) events.

6.3.1 Statistical limitation

A lack of entries in each bin can cause an error of the analysis. Assume, for example, the

number of entries in a certain bin of the accidental background PDF is accidentally much less

than the expectation. If data is fit with such a PDF, the excess of the entries in the bin will be

regarded as signal-like though it is not true. Fig. 6.7(a) shows the upper limits on the number of

signals when accidental background PDFs generated with the different number of events are used

to analyze the common pseudo experiments. The distribution is deformed when the statistics is

small resulting from an increase of the experiments in which the upper limits are calculated to

be higher as shown in Fig. 6.7(b). Therefore, it should be ensured that the statistical fluctuation

is small enough not to affect the result.

The expected number of events which can be used for the accidental background PDF is

calculated to be ∼ 1 × 106 events assuming a DAQ rate of 10Hz, 120 DAQ days (1 year)*2

and 1% event selection efficiency*3. Apparently, this cannot give sufficient entries with the

PDF configuration used for the sensitivity calculation at the design stage such as bin widths of

0.5MeV for Eγ , 2 ns for t
us
rdc and tdsrdc, and 2MeV for Eds

rdc: the green case in Fig. 6.7(a).

Note that the statistics for the signal and RMD PDFs is not so severe since only one dimen-

sional histogram of the Michel energy distribution is necessary for their generation, and so the

following discussion focuses on the accidental background PDF.

*2 The Eγ PDF for the accidental background events would be prepared year by year since it can be different

due to the condition of the LXe detector.
*3 A series of selections is applied to create the Eγ PDF for the accidental background events [44], and its

efficiency was a few percent in the MEG.
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6.3.2 Solution

The problem mainly comes from the sparsity of the four dimensional histogram. To solve this,

two methods are developed; one is on the implementation of the histogram, and the other is on

how to generate it.

Optimization of bin widths

The first idea is to optimize bin widths. Originally, the bin widths are set to be narrow

enough not to affect the sensitivity. This is, however, not necessarily required for all bins since

the importance of the bins is different depending on their regions; the timing coincidence region

is more important than the timing sideband, and the low energy region of Eds
rdc is more important

than the high energy region for the signal and background identification. Moreover, the sparsity

is striking in such less important regions. Therefore, there is room to improve the setting of the

bin widths.

Variable bin widths are adopted for the optimization to increase the entries of the sparse

regions maintaining the information in the important regions. The result of the optimization is

summarized in Table 6.1.

Table 6.1 Optimized bin edges of the RDC PDF. The bins for no hit events are not included.

Variables Bin edges

Eγ 48, 48.5, 49, 49.5, 50, 50.5, 51, 51.5, 52, 52.5, 53, 58MeV

tusrdc −20,−8,−4, 0, 4, 8, 28 ns

tdsrdc −20,−8,−4, 0, 4, 8, 28 ns

Eds
rdc 0, 2, 4, 6, 8, 10, 50MeV

Extraction of distributions in reduced dimension

In the simplest way, the four dimensional histogram is directly filled with obtained events,

but this can waste statistics in the context of the RDC PDF; the Eγ dependences of the timing

and energy distribution of the RMD positrons are not so important, and the energy distribution

of the Michel positrons does not depend on Eγ and timing. Therefore, the extraction of those

distributions in reduced dimension and reconstruction of the PDF with them can increase the

effective statistics.

Fig. 6.8 summarizes how to extract the distributions. The original four dimensional PDF is

projected to proper dimensions for each purpose. The RMD fraction detected by the upstream

or downstream RDC is extracted from the projection to (Eγ , t
us
rdc) or (Eγ , t

ds
rdc). The number of

RMD events can be calculated by subtracting the expected number of Michel background events

from the total number of events, and the fraction is given by dividing it with the total number.

This calculation is repeated for all the Eγ bins. The tusrdc distribution is extracted from the

projection to tusrdc by subtracting the expected timing distribution of Michel positrons. The tdsrdc
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Figure 6.8 Overview of the process to extract distributions.

and Eds
rdc distributions are extracted from the two dimensional histogram of them since ignoring

their correlation was found to result in sensitivity deterioration. The extraction can be achieved

by subtracting the energy distribution of Michel positrons normalized with the expected number

of Michel events in the timing region.

The extracted distributions are mixed by a similar method to the simulation-based generation;

the RMD and Michel distribution are mixed with the RMD fractions.

Effect of improvements

The effect of the improvements was investigated using MC. Fig. 6.9 shows the median upper

limits and the coverages as a function of the number of events used for the accidental background

PDF. A common set of null signal pseudo-experiments was analyzed with accidental background

PDFs generated with the different numbers of events. Thanks to the two methods, both of the

median upper limit and the coverage are kept stable*4 and no deterioration is observed with the

statistics which can be achieved with one year data-taking, i.e. 1× 106 events.

The test above was performed for the null signal experiments. To test that the analysis

can correctly detect the signal events with the improved RDC PDF, the statistical power and

significance were also studied under the assumptions of finite branching ratios. Common sets

of pseudo-experiments under the assumption of different branching ratios were generated and

analyzed with PDFs generated with 1× 109 and 1× 106 statistics. The p-value against the null

hypothesis was calculated for each experiment. Fig. 6.10 shows the p-values at 95%-quantile as

a function of the assumed branching ratio. The equivalent signal detection power is achieved

with the improved RDC PDF generated with 1 × 106 statistics. The branching ratio down to

1.4× 10−13 can be detected at the significance level of 1% with the power of 95%.

6.4 Uncertainty from PDF

The uncertainty from the RDC PDF can be divided into the three components due to the

generation procedure: the RMD fraction, the RMD timing and energy distribution and the

*4 The coverage tends to be 5% higher than the confidence level, which probably comes from the asymptotic

method.
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Figure 6.9 (a) Median upper limits and (b) coverages as a function of the number of events

used for the accidental background PDF without (black) and with (red) the improvements.
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Figure 6.10 P-values at 95% quantile as a function of the assumed branching ratio without

(black) and with (red) the improvements.

Michel energy distribution. The uncertainty from them can come from the statistics used to

generate the PDF. Since the Michel energy distribution can be extracted from the off-timing

region independent of the γ-ray detection, a sufficient amount of statistics can be accumulated

for the generation. On the other hand, the others require a γ-ray hit at the LXe detector, and

thus the available statistics is limited by the event selection. In particular, the uncertainty from

the RMD fraction can be the largest as it needs to be extracted for each Eγ region.

The RMD fraction is affected by the statistical fluctuation of the number of events used for

the calculation. The fluctuation is simulated by extracting the fraction from different datasets,

and it increases as the energy becomes higher due to the lower statistics as shown in Fig. 6.11.

The RMD timing and energy distribution can fluctuate resulting from the statistics of the

original distribution. Fig. 6.12 shows the uncertainty of each bin calculated from different PDFs

which are generated using the different RMD timing and energy distributions. The fluctuation
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Figure 6.11 Uncertainty of the RMD fraction defined by the standard deviation (black

bar) and peak-to-peak (red).
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Figure 6.12 Uncertainty of the RMD timing and energy distribution.

is higher in the RMD-like region. Note that only the distribution of the downstream RDC is

shown here, but it is obvious that the uncertainty from the timing distribution of the upstream

RDC can be lower since it can be almost the same with the projection of the two-dimensional

distribution.

Fig. 6.13 shows the uncertainty of the median upper limit calculated by analyzing with ten

different RDC PDFs generated from different datasets. As the statistics for the RDC PDF

generation gets smaller, the uncertainty becomes larger due to the statistical fluctuation. It is,

however, limited to 1.2% even with the statistics of one year data-taking, i.e. 1 × 106 events,

which is small enough.
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Figure 6.13 Uncertainty of the median upper limit from the RDC PDF as a function of

the number of events used for the generation of the accidental background PDF.
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Chapter 7

MEG II Projected Sensitivity

In this chapter, the branching ratio sensitivity is evaluated based on the measured performance

of the MEG II detectors through the past pilot runs and the analysis update. As discussed in

Sec. 2.5, the nominal value for the branching ratio sensitivity without any updates in this thesis

was evaluated to be 7.8 × 10−14 for three years of data-taking. Hereafter, the effects of the

updates in this thesis are described followed by the discussion on the projected sensitivity of the

MEG II experiment.

7.1 Effect of γ-ray pileup elimination

Fig. 7.1 compares the branching ratio sensitivity after applying each algorithm for the pileup

elimination. The event rejection based on the deep learning model improves the sensitivity

by 18% resulting from the reduction of on-timing pileups. The peak search and the waveform

unfolding results in further sensitivity improvement by 4%. In total, the sensitivity improvement

from the nominal configuration is 22%.

In Fig. 7.1, the sensitivities at the halved intensity are also shown. To see the effect of

the γ-ray pileups, the variables for positrons which change depending on the beam intensity

(Table 2.15) were fixed to those at the nominal intensity. The pileup elimination enables to

achieve 15% better sensitivity by doubling the beam intensity. It is also illustrated that the

pileup elimination leads to a better sensitivity than that of the previous algorithm even with

the halved statistics thanks to the elimination of the on-timing pileups.

Effect of PDE degradation

As discussed in Sec. 5.3.4, the performance of the pileup elimination depends on the MPPC

PDE: the larger amount of backgrounds and the higher signal efficiency at the lower PDE.

Fig. 7.2 shows the branching ratio sensitivity as a function of the PDE. There is no apparent

tendency depending on the PDE, but the variation of the sensitivity fluctuates from −4% to

+7%, which depends on the balance between the increase of the backgrounds and the signal

efficiency. The difference between the PDEs at which the models are trained is not significant

as well. Therefore, we can use a single model independent of the actual PDE of data.
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Figure 7.1 Relative size of the branching ratio sensitivity after applying the elimination

algorithms at the beam intensity of 7 × 107 µ+stops/s (black) and 3.5 × 107 µ+stops/s

(red). It is defined by the branching ratio sensitivity with the corresponding update over

that under the nominal condition. Thus the better sensitivity is, the smaller value in the

plot.
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Figure 7.2 Relative size of the branching ratio sensitivity at the beam intensity of 7 ×
107 µ+stops/s as a function of MPPC PDE. The deep learning model is trained at a fixed

PDE of 13% (black) and each PDE (red). It is defined by the branching ratio sensitivity

with the corresponding update over that under the nominal condition. Thus the better

sensitivity is, the smaller value in the plot.
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Figure 7.3 Relative size of the branching ratio sensitivity as a function of RDC background

hit rate. The MC expectation is 7MHz. It is defined by the branching ratio sensitivity

with the corresponding update over that under the nominal condition. Thus the better

sensitivity is, the smaller value in the plot.

7.2 Effect of RDC

The branching ratio sensitivity was evaluated by introducing the RDC observables to the

analysis. The improvement due to the downstream RDC on the sensitivity was evaluated to be

8%.

Hit rate of Michel positron

The measurements carried out since 2017 suggests the hit rate of the Michel positron at the

RDC is higher than the expectation by up to 40% (Sec. 4.2.2). The effect on the sensitivity was

evaluated by assuming different hit rates and a constant beam intensity of 7× 107 µ+stops/s for

γ-ray. Fig. 7.3 shows the sensitivity as a function of the background hit rate. The sensitivity

does not change from the MC expectation of 7MHz up to 42% excess (10MHz). Therefore, the

possible excess expected from the measurements has no effect on the sensitivity.

Saturation of SiPM for calorimeter

The saturation of the SiPM for the calorimeter was observed, and it deforms the energy

distribution as discussed in Sec. 4.2.2. Fortunately, the most important part in the energy

distribution is the low energy region around a few MeV, which acts as a decisive factor to

discriminate the RMD positrons from the Michel positrons, and thus the deformation in the high

energy region hardly affects the sensitivity. Indeed, the detailed shape ranging from 10MeV to

50MeV is decided to be ignored for the physics analysis as discussed in Sec. 6. The effect on

the sensitivity was estimated using the measured energy distribution, and no degradation was

observed.
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7.3 MEG II projected sensitivity

The branching ratio sensitivity of the MEG II experiment was calculated including the effects

from the pileup elimination algorithms and the RDC. As discussed in Sec. 3.1.1, the effect of the

PDE degradation was taken into account assuming the optimistic and the pessimistic cases: the

beam intensity of 7 × 107 µ+stops/s with the PDE saturation at 2%, and 3.5 × 107 µ+stops/s

without the saturation.

Fig. 7.4 shows the branching ratio sensitivity as a function of calendar year assuming DAQ

time of 20 weeks per year. The sensitivity with three years of data-taking will be 5.6×10−14 and

5.8× 10−14 with the beam intensity of 7× 107 µ+stops/s and 3.5× 107 µ+stops/s, respectively.

Thanks to the better performance of the positron reconstruction at the lower beam intensity,

the sensitivity at the halved intensity is equivalent though the total statistics becomes half. The

reduced beam intensity has an advantage in terms of the MPPC PDE degradation of the LXe

detector as well; the PDE can be zero or be saturated around 2% after 70–100 DAQ day in the

case of the 7 × 107 µ+stops/s beam intensity. Other scenarios are also possible, and the beam

intensity will be optimized to maximize the sensitivity considering the accumulated statistics

and the detector performance.

The branching ratio sensitivity of the MEG II experiment is roughly one order of magnitude

better than that of MEG. This is realized by the reduction of the background events and the

increase of statistics. Table 7.1 summarizes the sensitivities and their factors, i.e. the normal-

izations and the median upper limits, for the MEG and the MEG II experiment*1. In the case

of the beam intensity of 7× 107 µ+stops/s, the statistics is 5.1 times higher that of MEG, which

comes from the doubled intensity and the improved detection efficiency. On the other hand,

the Nsig upper limit is suppressed to 54% of that of MEG thanks to the improved detector

resolutions, the pileup elimination and the background identification with the RDC. Even in the

case of the halved intensity, which is similar to that of MEG, the statistics is 3.0 times higher

while the Nsig upper limit is suppressed to one third of that of MEG.

Thanks to the suppressed background level, the further sensitivity improvement is possible by

extending DAQ time; for example, it reaches 4× 10−14 for five years of data-taking*2. This also

suggests that even lower beam intensity enables the achievement of better sensitivity if DAQ

time is extended by extra years.

*1 The nominal values of k in Table 2.15 are reduced taking into account the inefficiencies from the pileup

elimination, 6.4% and 4.6% for 48MeV < Eγ < 58MeV, for the two cases in MEG II, respectively.
*2 The sensitivity with the halved intensity gets equivalent to the other after five years of data-taking as

shown in Fig. 7.4. This is because the number of backgrounds for the halved intensity is suppressed enough

not to saturate the sensitivity yet while the other has started to be saturated due to the higher background

level.
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Figure 7.4 Branching ratio sensitivity as a function of calendar year assuming DAQ time

20 weeks per year at the intensity of 7 × 107 µ+stops/s (black) and 3.5 × 107 µ+stops/s

(red). The blue point shows that without including any updates in this thesis (Sec. 2.5).

Table 7.1 Sensitivity and its factors for the MEG and MEG II experiment.

Variables
MEG (2009–2013) MEG II (for three years)

3× 107 µ+stops/s 7× 107 µ+stops/s 3.5× 107 µ+stops/s

k 1.71× 1013 8.78× 1013 5.09× 1013

Nsig upper limit (90% C.L.) 9.1 4.9 3.0

sensitivity 5.3× 10−13 5.6× 10−14 5.8× 10−14
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Chapter 8

Conclusions

The MEG II experiment is planned to search for the µ → eγ decay with the higher sensitivity

than the previous MEG experiment by one order of magnitude. Since the sensitivity of the

MEG experiment was limited by the number of accidental backgrounds, a reduction of such

events is mandatory to realize a deeper search for the decay in MEG II. This can be achieved by

improving detector resolutions, reducing pileup events and identifying the backgrounds. This

thesis focuses on the suppression of the γ-ray backgrounds especially from the latter two aspects.

The sources of the γ-ray backgrounds are the RMD and AIF of a positron from the Michel

decay. The γ-ray from the RMD can be tagged by detecting the positron emitted from the

same muon decay. There are two types of AIF γ-ray events in which one or two γ-rays from the

AIF enter the γ-ray detector. In the latter case, the events can be rejected by finding the two

coincident hits. The higher beam intensity significantly increases accidental pileup γ-ray hits,

which increases the number of events in the signal energy region. The contribution from such

γ-rays can be reduced by reconstructing the energy of each hit.

The liquid xenon γ-ray detector has been upgraded by replacing the PMTs with the SiPMs

on the γ-ray entrance face to realize a high granularity and a good uniformity of the scintillation

readout. The performance of the detector was evaluated from the data obtained in the pilot

runs. Improvements of the position and energy resolutions for the shallow events were confirmed

while the energy resolution in the deep events (w > 2 cm) was worse than expected, which is

probably due to the unknown contribution also observed in MEG. The timing resolution was

estimated with two different methods. One of them was found to be consistent with the MC

expectation while the other to be much worse than the expected value. This can come from a

systematic error of the measurement, and thus a dedicated data-taking was proposed to reduce

it, which is planned to be performed in December 2021.

A series of algorithms to eliminate the pileup γ-rays was developed which utilizes the high

granular readout channels and waveforms digitized at a high sampling frequency. The pileup

γ-rays are searched for spatially and temporally using the information of each channel. For the

spatial search on the inner face, the prediction by a deep learning model is used to increase

the detection efficiency of the pileup γ-rays and suppress misidentification of fake peaks. This

spatial search is sensitive to the AIF background with two incident γ-rays, which have a large
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contribution near the signal energy. The energies of the found γ-rays are reconstructed separately

by unfolding waveforms, which allows us to use the pileup events resulting in the high signal

efficiency of 93% while the number of the backgrounds around the signal energy is reduced by

51% compared to the previous study.

Although the light distribution was used as the model input in this thesis, the timing distri-

bution would be also useful to identify off-timing pileups as used for the timing-based search

(Sec. 5.2.2). The combination of the light and timing distributions is also possible, which can

improve the performance especially for the pileups whose timings are slightly different from the

main γ-ray though they are in the charge integration region. In order to correctly train the

model and benefit from the timing information, the model architecture, data pre-processing and

training procedure must be investigated.

The RDC was newly introduced in the MEG II experiment to tag the RMD γ-ray backgrounds.

The expected performance of the detector was confirmed using the data in the pilot runs. The

RDC identifies 27% of the γ-ray backgrounds in the analysis region. The accidental hit rate of

the Michel positron exceeded the expectation by up to 40%, but it was found not to affect the

branching ratio sensitivity. In addition, a procedure to introduce the observables of the detector

to the µ+ → e+γ analysis was developed, and the correlations among them and the γ-ray energy

are correctly taken into account in the analysis.

The measured detector performance and the improvement in the analysis lead to the projected

sensitivity of the MEG II experiment of 5.6–5.8 × 10−14 for the branching ratio of µ+ → e+γ

with three years of data-taking, which is 10 times higher than that of the MEG experiment.

This was achieved by the reduction of the γ-ray backgrounds thanks to the development of the

pileup elimination algorithms and the introduction of the RDC, which provide a 22–26% and

8% improvement, respectively. The unprecedented sensitivity of the µ+ → e+γ search of the

MEG II experiment would enable us to test many of the well-motivated BSM theories.

The engineering run with the full detector was successfully completed and a part of physics

data was taken in the run 2021. A full-blown accumulation of the physics data to search for the

µ+ → e+γ decay will start in 2022.
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Appendix A

Lab Test for Downstream RDC

The downstream RDC had been developed toward the installation to the MEG II experiment.

In this chapter, the measurements at the lab during the construction are described.

A.1 Timing counter

The timing resolution of the timing counter was measured with a 90Sr source. Fig. A.1 shows

the setup for the measurement. A reference counter whose timing resolution was 30 ps was

placed under the test counters to trigger events. The reference counter was made of a plastic

scintillator with a size of 5×5×4mm3 and its scintillation light was read out with a SiPM. The

waveforms of the signals were recorded with a DRS4 evaluation board. The timings of the signals

were extracted using the constant fraction method. The timing resolutions were calculated by

σcounter = σ(
tleft + tright

2
− tref), (A.1)

where tleft and tright are the extracted timings of the left and the right channels of the test

counter, respectively, and tref is the timing of the reference counter. The 90Sr source was placed

at several positions along the direction of the length and timing resolutions were measured for

each. Fig. A.2 shows results of the measurements. All timing resolutions are better than 90 ps,

which are good enough for the RMD detection.

Figure A.1 Schematic view of the setup for the timing counter [65].
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Figure A.2 Measured timing resolutions [65]. The x-axis corresponds to the position of

the radiative source along the direction of the length where the origin is the center of

scintillators.

A.2 Calorimeter

The LYSO crystals were tested and the energy resolution was evaluated. Fig. A.3 shows the

setup for the measurement. The energy of γ-rays from a 60Co source was measured with each

LYSO crystal attached to the SiPM using spring pins. The waveform was recorded with a DRS4

evaluation board. The charge was calculated by integrating the waveform. Fig. A.4 shows an

example of the observed energy spectrum. Since the energy tail of the intrinsic radioactivity

overlaps the energy peaks at 1.17MeV and 1.33MeV of the 60Co source, double Gaussian func-

tions with an exponential components were used as a fitting function. The energy resolutions

at each peak energy are defined by σ/Eγ , where Eγ and σ are the mean of sigma of the corre-

sponding Gaussian. Fig. A.5 shows the result for 76 crystals. The energy resolutions of most

crystals were measured to be ∼6% at 1MeV.

In a high rate environment, energy resolution can be worsened by the afterglow effect of LYSO.

Afterglow is a delayed light emission of crystals with very long time constant (typically few

hours). When electrons are excited, some of them are trapped in lattice defects such as oxygen

vacancies. Then, these trapped electrons induce scintillation light. Since the high hit rate of

positrons up to 600 kHz at the central crystal is expected, the effect was studied by exposing the

crystals to a 90Sr source. The increase of the current due to afterglow was measured with the

SiPMs attached to the crystals. The increase of the current in the MEG II beam environment

was estimated to be ∼ 10µA at maximum, which is small enough; the deterioration of the energy

resolution is less than 1% at 1MeV.
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Chapter 4

Development of LYSO calorimeter

Before constructing the downstream RDC, several studies on the calorimeter were required.
In order to evaluate the performance of the calorimeter, we first studied on the properties of all
the LYSO crystals. The light yield and energy resolution was measured one by one. During the
measurement, we observed an afterglow of the crystals which is one of the features of inorganic
scintillators. Since afterglow could a↵ect the performance of the calorimeter, we studied it by
using a room light and �-ray source. The details of the studies are described in section 4.2.
Because the crystal and the SiPM are not glued in the calorimeter, it is necessary to optimize
the optical coupling. We investigated the best way of the coupling by comparing the light yield
of the crystal. The detail is summarized in section 4.3.

4.1 Mass test of the LYSO crystals

We measured the light yield and the energy resolution with all the LYSO crystals by using
the setup shown in Figure 4.1. The crystals were wrapped with a reflector and tested one by
one. The SiPM was fixed on the crystal by using spring pins. A gamma-ray source (60Co) was
set just beside the crystal. The signal of the SiPM was transmitted to a waveform digitizer
(DRS4 evaluation board). Figure 4.2 shows the observed light yield spectrum. Two photo-
peaks of the gamma-ray (1.17, 1.33 MeV) are overlapping with the spectrum of the intrinsic
radioactivity.

Figure 4.1: Schematic view of the setup.
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Figure A.3 Schematic view of the setup to measure the energy resolution [69].
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Figure A.4 Observed energy spectrum including 60Co and the intrinsic radioactivity. The

two peaks at 1.17MeV and 1.33MeV and the background floor are fitted with double

gaussian functions and an exponential function [69].

32 Chapter 4. Development of LYSO calorimeter

The light yield and energy resolution were obtained by fitting the photo-peaks with gaus-
sians in which beta-decay spectrum was convoluted. The energy resolution R was defined as
R = �/E�, where E� and � are the mean and sigma of each gaussian. Figure 4.3 shows the
result for the 76 crystals. Thanks to the high light yield of the crystal, good energy resolutions
were obtained in most of the crystals (⇠6% at 1 MeV).
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Figure 4.3: Distribution of the light yield and energy resolution.

4.2 Afterglow

During the mass test of the crystals, a large variation of a sensor current of the SiPM was
observed. The reason of the variation was found to be “afterglow” of the crystal which is also
called “phosphorescence” [19]. The afterglow has been observed in several types of inorganic
scintillators including the LYSO. Some excited electrons in the scintillator are trapped in lattice
defects, such as oxygen vacancies. Afterwards, these trapped electrons induce late scintillation
photons which usually have a long time constant (typically few hours). When the crystal is
exposed to a room light, a lot of electrons are excited and trapped. Therefore, the sensor
current of the SiPM was significantly increased due to the large number of random scintillation
photons. However, the afterglow due to exposing to the room light would not be a problem if
we keep the calorimeter in a dark place before the operation. On the other hand, the afterglow
due to the high hit rate of positrons (⇠600 kHz at the central crystal) may not be negligible.
The influence on the energy resolution needs to be properly understood.

4.2.1 Study with room light

We studied on the afterglow with the all 76 crystals by using the room light. The sensor
current of the SiPM was measured with a setup shown in Figure 4.4. Before the measurement,
all the crystals were kept in a dark place over 48 hours. Afterward, the crystals were placed in
several rows and they were uniformly exposed to the room light over 24 hours. After exposing

Figure A.5 Measured energy resolutions of the LYSO crystals as a function of the obtained

light yields [69].
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Appendix B

Resistive Plate Chamber

A resistive plate chamber (RPC) has been investigated as a candidate of the upstream RDC.

In this chapter, an overview of the RPC as the upstream RDC is given.

Fig. B.1 shows a schematic view of a typical RPC. The RPC consists of parallel plates,

positively-charged anodes and negatively-charged cathodes. They are made of a very high

resistivity material. The gap between the plates is filled with a gas and electrons are knocked out

of gas atoms when charged particles pass through the chamber. These electrons are accelerated

with the electric field and hit other atoms causing an avalanche of electrons. The gained signal

is read out with metallic strips.

The high resistive plates realize a stable operation to suppress the electrical discharge. They

are usually made of glass or bakelite. For the upstream RDC, however, the plates made of such

materials can be so thick that they cannot avoid affecting the beam. Therefore, a 50µm thick

polyimid film coated with diamond-like carbon (DLC) is adopted for the resistive plates. DLC

is made of carbon having a combination of sp2 and sp3 bonds. As a result, a DLC coating has a

combination of the properties of both diamond (sp3 bonding) and graphite (sp2 bonding) such

as electric insulation and conductivity. By changing a fraction of the two bonds, the resistivity

of DLC can be controlled. Since the high resistivity can be realized with the DLC coat thinner

than 100µm, the material budget of DLC is negligible.

A R134a based gas mixture with iso-C4H10 and SF6 is often used for the RPC. Thanks to

the high electronegativity of R134a and SF6, a multiplication of electrons can be suppressed

resulting in a stable operation while iso-C4H10 plays a role of a quencher preventing discharges

by absorbing UV light.

The detection efficiency of the RPC can get higher as the gap becomes thicker while the timing

resolution can be worsen due to a longer drift distance. The multiple-layer structure can realize

a high detection efficiency keeping the sufficient timing resolution. The detection efficiency of

the n-layer RPC can be written by that of the single layer ϵsingle as follows [97]:

ϵn = 1− (1− ϵsingle)
n. (B.1)

Therefore, the high detection efficiency and the good timing resolution can be achieved by

stacking thin layers.
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Figure B.1 Schematic view of the RPC [99].
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3. Performance measurement

Three di↵erent measurements were performed to evaluate the performance for the MIP positron
and low-momentum muon. Firstly, the MIP detection e�ciency and timing resolution were
measured at low rate, as described in Sec. 3.1. Secondly, the RPC’s response to a low-momentum
muon was measured at low rate, as described in Sec. 3.2 with discussion on the results. Finally,
the performance in a high-rate low-momentum muon beam was measured, as described in
Sec. 3.3.

3.1. E�ciency and timing resolution for MIP positrons at low rate
The e�ciency and the timing resolution were measured with positrons from muon decay
(⇠ 10 kHz/cm2). The signal height spectra are shown in Fig. 3 changing the applied voltage
between 2.6–2.75 kV. The detection e�ciency was measured to be 60% with a 10mV signal
threshold at 2.75 kV, which satisfies the requirement (> 40%). The timing resolution was
evaluated to be 170 ps at 2.75 kV, which also well satisfies the requirement (< 1 ns).

3.2. Response to low-momentum muon at low rate
The response to a low-momentum muon (28MeV/c) was measured with the muon beam at the
⇡E5 beam line of Paul Scherrer Institute. A collimated muon beam was injected at 3.2 kHz into

Figure B.2 Overview of the prototype RPC [98].

A single-layer prototype RPC was tested with a µ beam at the πE5 beamline [98]. Fig. B.2

shows the overview of the prototype. It sizes 2 × 2 cm2 with a gap of 384µm thickness. A

gas mixture of 94% Freon (R134a), 5% iso-C4H10 and 1% SF6 was filled in the gap. The high

voltage was supplied via conductive tapes attached on the edge of the DLC surface, and the

signal was read out from both ends of the strips. The performance of the RPC was measured

with positrons and muons at a rate up to 1MHz/cm
2
. The detection efficiency of 60% was

achieved, which implies the aimed efficiency of 90% is achievable by stacking four layers. The

timing resolution, 170 ps, was much better than the requirement of 1 ns. A voltage drop due to

the high hit rate was observed, which was consistent with the expectation from the design. The

results tell us the use of the RPC as the upstream RDC is possible though there still remain

some technical challenges such as a suppression of a voltage drop and a difficulty to control the

resistivity.
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Appendix C

Study on Radiation Damage to

VUV-MPPC

As discussed in Sec. 3.1.1, a degradation of MPPC PDE was observed under the muon beam.

Since the degradation is correlated with the beam exposure and its magnitude is larger for VUV

light than visible light, it is likely because of a surface damage by the particle irradiation. This

chapter begins with a summary of radiation damage to the SiPM followed by explanations of

lab test results.

C.1 Radiation damage to SiPM

There are two types of radiation damage known for the SiPM: bulk damage due to Non

Ionizing Energy Loss (NIEL), and surface damage due to Ionizing Energy Loss (IEL) [100].

The bulk damage is primarily caused by high energy particles such as protons, pions, electrons

and photons, and by neutrons. They can displace atoms out of their lattice site and generate

crystal defects leading to changes in the sensor performance related to the newly introduced

energy levels in the energy gap between the valence and the conduction band, Egap ∼ 1.12. A

typical phenomenon caused by the introduced energy level is an increase of the leakage current;

defects with energy levels close to the middle of the band gap (∼ 0.56 eV) facilitate the thermal

excitation of electrons and holes, increasing the dark current. This is reported to occur above

1 × 108 /cm
2
(1MeV neutron equivalent) by many studies [86] [87] [88]. Some studies also

report a decrease of the signal size possibly caused by an increase of pixel occupancy due to the

increased dark signals [88]; if a photon hits a pixel which is not fully recovered from the previous

discharge, the effective gain can be smaller.

The surface damage is primarily produced by photons and charged particles, generating

charges in the oxide (SiO2) and at the Si–SiO2 interface, and interface traps at the Si–SiO2

interface. The energy deposit above the energy gap generates electron-hole pairs in the high

resistivity passivation layer. Most of the electrons leave the passivation layer due to a relatively

high mobility and low trapping probability. On the other hand, some of the holes, which move

via polaron hopping, are captured by deep traps in the passivation layer or the interface traps
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between silicon layers resulting in an accumulation of the stationary charges. A large increase of

the dark current is reported above 200Gy due to an increase of surface current [89]. If a fraction

of the surface current reaches the amplification region, it also increases the dark-count rate.

Fig. C.1 shows the radiation environment of the LXe detector. When the muon beam is used,

γ-rays mainly from the RMDs hit the detector through the MPPCs on the entrance face. The

xenon scintillation light (7.1 (mean) ± 0.1 (FWHM) eV) generated from these γ-rays hit the

MPPCs. Neutrons coming from the accelerator also hit the detector.

The expected irradiation dose in the run 2019 is summarized in Table 3.2. The neutron fluence

was estimated to be less than 2.9× 106 /cm
2
(1MeV neutron equivalent) from the measurement

at the MEG II experimental area [43], which is much smaller than the level where the NIEL

damage is reported. The γ-ray dose was simulated to be 0.01Gy [43], which is also small

enough. The VUV fluence was measured to be 4.6 × 1010 /mm
2
from the induced current on

the MPPCs in the run 2019 while the estimation from the simulation was 5.8 × 1010 /mm
2
.

A radiation damage to SiPMs by the VUV irradiation was not reported. Thus, a series of

irradiation tests was performed at the lab to understand the observed PDE degradation.

C.2 VUV photon irradiation

VUV-MPPCs were irradiated with the intense VUV light from a xenon lamp to study the

effect of the VUV light. The irradiation was performed both at room temperature and at

low temperature since the accumulation of the stationary charges can be enhanced at lower

temperature due to lower mobility.

C.2.1 Irradiation at room temperature

Fig. C.2(a) shows a schematic of the setup for the VUV photon irradiation at room temper-

ature. A VUV-MPPC was irradiated with VUV photons and its response to VUV light was

COBRA

LXe detector

MPPC

not to scale

μ
γ

VUV

n

Figure C.1 Radiation environment of the LXe detector [62].



Appendix C Study on Radiation Damage to VUV-MPPC 185

monitored together with that of another VUV-MPPC without irradiation. All of the irradiation

and measurements was performed at 25◦C.

A VUV-MPPC was irradiated by a xenon lamp (Hamamatsu L9456-03 [101]) placed at a

distance of 5 cm, and the light emitted from the lamp directly entered the irradiation sample

without any filters. The spectrum of the emitted light from the lamp is shown in Fig. C.2(b).

The VUV component of the irradiation light was measured to estimate irradiation flux be-

forehand. Two bandpass filters (ACTON FB180-B-.5D and Edmund optics #33-026, Fig. C.3)

were used to select VUV light peaked at 190 nm. The amount of light was measured placing

the lamp at different distances ranging from 15 cm to 53 cm, and the results were extrapolated

to that at the measurement distance to avoid saturation the MPPC. As a result, the irradiation

flux of the VUV light was estimated to be 5× 1013 photons/mm
2
/hour.

The response to VUV light was monitored by periodically measuring the charge with another

xenon lamp (Hamamatsu L9455-13 [101]) placed at 35 cm away from the MPPC. The two band-

pass filters were used to monitor the response to the VUV light peaked at 190 nm in addition

to one ND filter to avoid saturation. The response of another MPPC without irradiation was

also measured for the comparison. In order to ignore the position dependence of the light dis-

tribution from the lamp, the irradiation sample was displaced and the reference sample was put

on the same position during the charge measurement. The uncertainty of the measured charge

was estimated to be ∼5% by repeating the measurement including this displacement, which is

enough small.

Fig. C.4(a) shows a history of the VUV response for the irradiated and the non-irradiated

MPPCs. The VUV response of the irradiated MPPC was degraded by 65% in total after

3× 1016 /mm
2
VUV photon irradiation while that of the non-irradiated sample was stable. The

degradation speed was decreasing and saturated when it reaches 35% of the original value. The

observed degradation is much slower by a factor of O(104) than that in the LXe detector: 9%

degradation at the expected fluence of 4.6× 1010 /mm
2
VUV photon.

The irradiated MPPC was annealed after the irradiation. It was illuminated with room light

being applied bias voltage, and was kept at 70◦C for 24 hours. The annealing increased the

charge for VUV light from 35% to 105% of that before the irradiation, and thus the degradation

was recovered completely. The recovered MPPC was irradiated again, and the degradation was

observed at slightly slower speed (Fig. C.4(b)).

C.2.2 Irradiation at low temperature

The PDE degradation was observed, but its speed was found to be much slower than the

observation of the LXe detector. This might be because of the difference of temperature; more

charges can be accumulated at lower temperature, which results in faster degradation speed.

Therefore, the irradiation at LXe temperature was also tried [102].

Fig. C.5(b) shows the setup for the irradiation. It was covered with a dewar for thermal

insulation, and purged with gaseous nitrogen to avoid condensation. The MPPC was cooled
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Figure C.2 (a) Setup of VUV photon irradiation and (b) spectral radiation intensity of

the Xe lamp [62]. This lamp can emit VUV light down to λ = 185 nm.

(a) (b)

Figure C.3 Spectrum of the bandpass filters.
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Figure C.4 (a) Response to VUV light from a fixed intensity xenon lamp. Different data

series with similar colors show four chips on the same MPPC package [62]. The increase

around 390 hours of irradiated samples is due to the annealing at room temperature caused

by 12 day intermission. (b) VUV response in the second irradiation after one cycle of

annealing [62].
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第 6. PDE減少に関するラボ測定 6.6. UV光を用いた PDE減少の温度依存性調査

図 6.24: UV カットフィルタ (EMVL-UV270) の分光曲線。赤いグラフが今回用いたものに該当する。[39]

図 6.25: UV 光を用いて低温と常温の表面損傷を調査する実験における照射時のセットアップ

図 6.26: 実際の写真。ランプの発熱によって窒素ガスが温められないように 5 W モジュールの周りは断熱材で覆われている。
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(a)

第 6. PDE減少に関するラボ測定 6.7. 低温での VUV光照射試験

表 6.4: UV 光を用いた 24 時間照射実験の結果
Xe-lamp Room-temp Xe-lamp Low-temp LXe 2019

Total dose level [photon/mm2] 1.3× 1015(UV) 1.3× 1015(UV) 5.3× 1010 (VUV)

PDE decrease [%] 7.5(UV) 14.8(UV) 9(VUV)

図 6.29: 24 時間の照射による PDE 減少。照射後のシグナルの信号電荷を照射前の積分電荷で割り、さらにレファレンスの値で規格化した。赤いプロットは可視光、青いプロットは UV 光、黒丸・黒三角形は可視光と UV 光に対するレファレンスの変化率である。低温のほうが減少が大きいことがわかる。

図 6.30: キセノンランプの波形。この図は 20 W モジュールの波形であるが、5 W モジュールと 2 W モジュールも波形の時定数は同程度で
∼10 us である。
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(b)

Figure C.5 (a) Setup for the VUV photon irradiation at low temperature and (b) measured

charges after 24 hour irradiation normalized by those before irradiation [102]. The results

of four chips on a MPPC were shown.

down to LXe temperature with a pulse tube refrigerator (Aisin TAC 101J), and was irradiated

with the xenon lamp placed at the distance of 3 cm without any filters. The temperature around

the MPPC was monitored with a thermometer and kept around 170K during the irradiation.

The irradiation flux was estimated by measuring the charge with the xenon lamp used for

the irradiation. During the measurement, the two bandpass filters and a collimator with a

radius of 1mm was used, and the lamp was placed at the distance of 42 cm to reduce the

amount of photons. As a result, the irradiation flux of the VUV light was estimated to be

5.4 × 1013 photons/mm
2
/hour. The response to VUV light was also measured with the filters

and the collimator.

Fig. C.5(b) shows the relative charges of the irradiated and the non-irradiated samples after

24 hour irradiation corresponding to the dose level of 1.3 × 1015 photon/mm
2
in total. The

results of the irradiation at room temperature are also shown, which was performed with the

same setup. The charges decreased by 10–20% at low temperature while the decrease was about

10% at room temperature. The charges of the non-irradiated sample also changed up to 7%,

which implies the uncertainty of the measurement.

Although larger degradation at low temperature was observed, it was still too slow compared

to the observation in the LXe detector by a factor of O(104). Therefore, it cannot be concluded

that the PDE degradation in the LXe results from the VUV light irradiation.

C.2.3 Dependence on wavelength

If the PDE degradation is caused by the surface damage, there should be wavelength depen-

dence of the magnitude of the degradation; light with a shorter wavelength should be easier to

be affected since it tends to be absorbed near the surface. Indeed, the response for visible light

was not degraded according to the observation in the LXe detector, which supports the surface
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damage hypothesis. To make the effect of the VUV light irradiation clear, the dependence of

the PDE degradation on the wavelength was also investigated at the lab.

Fig. C.6 shows the setup for the measurement. In this measurement, there are several im-

provements to gain the amount of VUV light compared to the measurements above. Two xenon

lamps with MgF2 windows (Hamamatsu L13651-01-3 and L12745-01-3 [101]) were used instead

of those used for the previously mentioned lamps with UV glass windows (Fig. C.7). Bandpass

filters which select light with shorter wavelengths (λ ∼ 172 nm) were also used (Fig. C.8). The

whole setup was placed in a thermal chamber, and it was purged with gaseous nitrogen to avoid

the absorption of light with short wavelengths. In order to study the wavelength dependence,

five LEDs with different wavelengths raging from 280 nm to 645 nm were also installed.

The irradiation flux was estimated in the similar way; the charge from the 2W xenon lamp

placed at 45 cm away from a VUV-MPPC was measured using a ND filter and a collimator with

a radius of 3mm, and it was scaled. As a result, the irradiation flux of the VUV light was

estimated to be 2.9× 1014–1.2× 1015 photons/mm
2
/hour depending on the sensor positions.

For the PDE monitoring, the charge for the 20W xenon lamp was measured with the bandpass

filter, a ND filter and the collimator, which was placed at the distance of 45 cm. The response for

wavelength of 150–180 nm was extracted by comparing the charges measured in the atmosphere

and gaseous nitrogen. The responses for other wavelengths were measured by illuminating the

LEDs.

Fig. C.9 shows histories of the sensor response for different wavelengths. The charges for the

VUV light decreased to 10% of the origin and were saturated at the same dose level as the

irradiation test at room temperature (Sec. C.2.1). The difference of the saturation level can

comes from the different wavelengths. The decrease was also observed for the wavelengths of

280 nm and 380 nm, and the saturation levels are 15% and 25%, respectively. A large variation

of the decreasing speed among the chips was also observed for these wavelengths, which can be

related to the difference of the irradiation speed. Meanwhile, the responses for longer wavelengths

were almost stable during the irradiation. These results confirmed the effect of the VUV light

irradiation on the PDE depends on the wavelength.

MPPC

xenon lamp (2 W)

bandpass filter

light shield

LEDs

xenon lamp (20 W)

bandpass filter 

45 cm

collimator
(φ3 mm)

ND filter

3 cm

Figure C.6 Setup for the VUV photon irradiation to study on wavelength dependence.
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400
255
177
625
400
278
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113
79
266
170
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340
236

1250
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2.0
2.0
2.0
2.0
2.0
2.0
1.5
1.5
1.5
1.0
1.0
1.0

2.0
2.0
2.0
2.0
2.0
2.0
2.0
2.0
2.0
2.0
2.0
2.0

主放電
コンデンサ容量
（µF）

最大ランプ
入力エネルギー（1フラッシュ） ⑧

（mJ）

最大ランプ発光繰り返し周波数（Hz） ⑨

400
500
600
400
500
600
400
500
600
400
500
600

主放電電圧
（V） 入力電圧：

4.75 V ～ 5.5 V
入力電圧：

10.8 V ～ 13.2 V
入力電圧：

4.75 V ～ 5.5 V
入力電圧：

10.8 V ～ 13.2 V

0.141

0.094

0.047

0.02

① 内部：可変トリマにて調整
② 外部：コントロール電圧 3.2 V ～ 4.8 Vにて可変
③ 光出力安定性（ランプ発光繰り返し周波数が10 Hz以上の場合）
　 光出力安定性（％ CV） ＝ 光出力標準偏差 / 平均光出力 × 100
　 光出力安定性（％ p-p） ＝ （最大光出力 － 最小光出力） / 平均光出力 × 100

NOTE：

⑧ 最大ランプ入力エネルギー （1フラッシュ）（J）
　 E ＝ 1/2 × C × V2　　C：主放電コンデンサ容量（F）、V：主放電電圧（V）
⑨ 高い安定性で動作させるために、ランプ発光繰り返し周波数は10 Hz以上を推奨します。

⑩ 最大平均ランプ入力 （連続）（W）
　 P ＝ E × f　　E：最大ランプ入力エネルギー （1フラッシュ）（J）、 f：ランプ発光繰り返し周波数（Hz）

NOTE：

最大平均ランプ入力 （連続）（W） ⑩

項目

2Wキセノンフラッシュランプ・電源・トリガソケットを一体化し、ランプの性能を最大限
引き出すように設計したモジュールです。世界最小クラスの筐体サイズに加えて、5 V
バッテリー駆動の採用により、携帯型分析機器への組み込みを可能にします。低電磁
ノイズで取り扱いが容易なパッケージモデルと高い設計の自由度を誇る円筒基板モデル
を用意しています。
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検出器： 光電子増倍管（Cs-Te光電面）（200 nm ～ 320 nm）
  光電子増倍管（マルチアルカリ光電面）（280 nm ～ 720 nm）
  Siフォトダイオード（680 nm ～ 1100 nm）
測定距離： 500 mm

測定条件
主放電電圧： 600 V（L13651-01）
　　　　　  400 V（L13651-04）
ランプ発光繰り返し周波数： 79 Hz（L13651-01）
 1250 Hz（L13651-04）
検出器: Siフォトダイオード S1336-8BQ （190 nm ～ 1100 nm）

測定条件
アークサイズ： 1.0 mm
主放電電圧： 600 V
検出器： バイプラナ光電管 R1328U-52（185 nm ～ 650 nm）
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Figure C.7 Spectral radiation intensities of (a) 20W xenon lamp (L12745-01-3) and (b)

2W xenon lamp (L13651-01-3) (from [101], translated by the author). (a) was measured

in gaseous nitrogen while (b) was in the atmosphere.

(a)

Figure C.8 Spectrum of the bandpass filter [103].

C.3 Gamma irradiation

The VUV responses of several VUV-MPPC samples irradiated with γ-rays were measured.

The MPPC were irradiated using a 60Co source (Eγ = 1.17, 1.33MeV at the Takasaki Ad-

vanced Radiation Research Institute in 2015. The total irradiation dose of each MPPC was

1–4×103 Gy [104], which is much higher than the expectation of 0.6Gy in the whole MEG II ex-

periment.

In 2019, the VUV PDEs were measured with the setup shown in Fig. C.10. The MPPCs were

placed on a circuit board and the signals from one or two chips on an MPPC were read out

individually. Two blue light LEDs were installed to measure single photoelectron signals for

gain calibration. An α source was attached on a tungsten wire and installed in the middle. The

signals were amplified and their waveforms were acquired with the DRS evaluation board. The

PDE was measured by comparing the expected number of photons from the α source and the

measured number of photoelectrons.
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Figure C.9 Response for a fixed intensity of light with wavelengths of (a) 150–180 nm,

(b) 280 nm, (c) 380 nm, (d) 465 nm, (e) 569 nm and (f) 645 nm. Different data series with

similar colors show four chips on the same MPPC package. The i-th points of different

chips were measured at the same irradiation time, and the variety of the dose levels at the

same time is due to the position dependence of the light distribution. The data points in

(a) are normalized by charges measured by the non-irradiated samples to compensate a

large fluctuation due to the instability of the lamp.
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Figure C.10 Small chamber setup [62].

Fig. C.11(a) shows the measured PDEs of the γ-ray irradiated samples with that of a non-

irradiated MPPC *1. The PDEs of them were consistent with each other except for one irradiated

MPPC, which may be due to some systematics or mistakes in the measurement. In any case, no

significant degradation was observed even at the much higher irradiation fluence, and thus the

PDE degradation observed at the LXe detector was not reproduced by this γ-ray irradiation.

It must be, however, noted that the irradiated MPPCs were kept at room temperature for four

years after the irradiation and a possibility of the recovery by an annealing at room temperature

cannot be excluded.

C.4 Neutron irradiation

The VUV responses of several VUV-MPPC samples irradiated with neutrons were also mea-

sured. The MPPCs were irradiated at the Tandem electrostatic accelerator at Kobe University

in 2015. Neutrons from 9Be + d → 10B+ n where deuterons were accelerated to 3MeV were

used for irradiation. The total fluence of each MPPC was measured by a ELMA diode. It

ranges from 5 × 109–2 × 1012 n/cm2 (1MeV neutron equivalent) depending on the irradiation

time and the geometrical distance from the target [104].

The VUV PDEs were measured with the same setup used for the γ-ray irradiated samples

in 2019. As shown in Fig. C.11(b), no effect of irradiation was observed. Therefore, neutrons

were excluded from the candidates though a possibility of recovery due to the annealing at room

temperature still remains.

*1 The VUV PDE was not measured before the irradiation since its degradation was not expected.
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Figure C.11 VUV PDEs of the irradiated MPPCs as a function of the over voltage in (a)

gamma irradiation test, and (b) neutron irradiation test. Different colors show different

MPPC chips. Black markers in (a) and gray markers in (b) are the MPPCs without

irradiation, and the others are the MPPCs with different dose levels [62].
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